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Image similarity measurement is one of the most important topics in industrial image processing systems.

In automated optical inspection (AOI) in electronic device manufacturing, the widely used methods are built mainly on separated
analysis of gray-scale images, and do not apply the high similarity between captured pictures.

This paper presents a new methodology to measure the relative similarity of AOI images. Our method utilizes and satisfies

the special conditions and requirements of AOI systems. The need for human intervention (parameter adjustment, calibration) is
almost totally eliminated. As our experiments show, our novel techniques classify more than 98% of images in the perfect classes
which makes the techniques bhuilt on this similarity measurement method entirely useful in industrial applications already

at this stage of our research.
1. Introduction

Today’s electronic device manufacturing factories are
unimaginable without modern automated optical ins-
pection (AOI) systems. Humans are expensive and too
slow to keep up with the frenetic beat rates of today’s as-
sembly lines. Their eyes are not good enough to match
the output of ultra-fine manufacturing processes, and we
have difficulty keeping focused on very repetitive tasks
[14].

Nowadays, the most widespread optical inspection
systems in electronic device manufacturing are based
on analysis of high-resolution gray-scale camera pic-
tures created by monocular matrix camera. (In this ar-
ticle, we focus mainly on system built up on this prin-
ciple, especially on post-soldering inspection systems.)

The images created by AOI devices have a very special
feature which is useful in accurate and reliable quality
measurement systems. Namely, the pictures about the
same component type are either very similar to, or very
dissimilar from each other. Generally, the components
with good quality have very similar appearances; how-
ever the bad images differ in a high degree (Fig. 1).

This article is about the similarity of AOIl images.
First, we illustrate the possibilities and difficulties of si-
milarity measurement in optical inspection. Next, we
explain our novel similarity measurement method bas-
ed on image processing, statistical, outlier detection and
classification techniques. Finally, we show two impor-
tant examples in AOI systems (image database filtering,
decision support system for human operators) where
our algorithm provides an excellent solution.

Figure 1.
Similarity of AOI
images
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2. Image similarity measurement
in AOI systems

2.1 Process model of AOI system

First of all, we briefly present a generalized ideal mo-
del of automated optical inspection systems of post-
soldering printed circuit board (PCB) inspection (Fig. 2).
By means of this simplified model we explain the envi-
ronment where our techniques and algorithms can be
placed. We present also several keywords which con-
stitute the basic terminology of this article (marked as
italic).

After a manufacturing step, the PCB is put in the AOI
device specified to inspect the errors of previous pro-
cesses (1). The AOI device loads the parameter values
according to the type of the actual PCB (2) and executes
the optical inspection procedure (AO! algorithm, AOI mac-
ro). (3): the AOI device creates several images, performs
image processing algorithms and classifies the compo-
nents as “good”or “bad”. The images classified as good
are stored in the “good” part of the image database (4).
If the PCB contains some errors, it is sent to the repair
station with error information like error codes, locations
and error images containing components classified as
bad (5). The human operator at the repair station re-ins-
pectsthe received errors. If an error is a “real error”
(namely the AOI device is right), the PCB will be remov-
ed from the manufacturing line (sometimes the human
operator can repair the error) and the image containing
the bad component is stored in the “error” part of the
image base (6).

If the AOI machine failed (false alarm or false-call),
the image is sent to the “false-call” group in the image
database (7). It is also possible that a bad component is
not recognized by the AOI devices and it will be identi-
fied only at a later manufacturing process or at usage
(“slippage”). The slipped images are also stored in the
“error” part of image base later (8).

If the AOI system does not work with appropriate qua-
lity (i.e. too many false calls occur, or a slippage is iden-

tified), an AOI process engineer optimizes the AOI ins-
pection algorithms (9): he or she tunes the macro’s para-
meters or changes the working process of the algorithm.
To verify the optimization’s result, he runs the adjusted
macro on the old images stored in the image database.
If the new algorithm has better inspection quality than
the old one, the old will be replaced with the new.

2.2 Background

As mentioned in the Introduction, the images contain-
ing good components are very similar to each other, but
the real error pictures differ from them (and also from
each other) to a high degree. This occurrence motivat-
ed us to apply image similarity measurement as clas-
sification method. Our algorithm compares the image
under inspection with a special image database — which
contains good and bad reference images —, and the pro-
posed class is calculated by means of this similarity in-
formation.

At this point, the following important question arises:
when is an image “enough similar” to a set of good ima-
ges? Similarity is only a qualitative mark, but for clas-
sification in AOI system it is necessary to use quanti-
tative metrics. To determine an exact classification thres-
hold, which is valid for all types of components, is a quite
impossible task.

The basis of our technique is that we consider the
similarity as a relative, but quantitative measurement
value. The algorithm calculates a similarity degree for
all images, also for references and also for actual inspec-
tion image. The classification decision can be execut-
ed depending on the actual situation (actual similarity
degrees of reference images). This principle precludes
the mentioned definability question of similarity.

In the following, we present first an overview of the
related work. Next we introduce the requirements about
a similarity measurement system in field of AOI. Fi-
nally, our novel method will be explained how can the
similarity degrees of images in an image-database cal-
culated.

Figure 2. Generalized ideal model of AOI systems
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2.3 Related works

In automated optical inspection systems, the image
similarity measurement is used to find the images con-
taining faulty components. In the literature and industry,
there are two main directions in optical quality measure-
ment.

In the first group, where the most widespread meth-
ods are located, the captured images are separately
analysed by means of image processing and classifi-
cation algorithms using several predetermined parame-
ters. They process only the actual images, and they do
not take into account information about earlier results.

Wang et al. [22] proposed a new approach using ac-
celerated species based particle swarm optimization
for multi-template matching. The method completed the
general PSO algorithm to allow the particles to search
for multiple optima (either local or global) simultane-
ously to overcome the deficiency of the original PSO in
multimodal optimization problems.

The paper written by Mar et al. [17] presented a com-
puter vision system for automatic detection, localisation
and segmentation of solder joints on PCBs under diffe-
rent illumination conditions. After an illumination norma-
lization approach, the PCB image is transformed from
an RGB colour space to a YIQ colour space for the ef-
fective detection of solder joints from the background.
Finally, by thresholding and region filling, the solder joint
are segmented and classified.

An interesting solution was proposed by Kong and
Wang in 2007 [12]. Their paper deals with the reconstruc-
tion of the solder joint’s surface in PCB based on shape
from shading technology which is an important non-
contact measurement method.

The second frequent way in optical inspection of PCBs
is the usage of special computational models like arti-
ficial neural networks. Acciani et al. in 2006 [1,2] deve-
loped a solder joint classification method which uses
multiple neural networks. Five different levels of solder
quality in respect to the amount of solder paste have been
defined. Two feature vectors extracted from the images’
region of interest feed the neural network system for the
classification.

A complete system to detect mounting defects in the
circuits in presented in [5]. The authors processed the
AOIl images using wavelet transform and neural net-
works, for low computational cost and acceptable pre-
cision.

An artificial neural network (ANN) was used by Ong et
al and presented in [18]. They combined orthogonal and
oblique gray-level images at pixel level which were then
directly input into an ANN for processing, eliminating
the need to determine heuristic features. Learning vec-
tor quantization architecture was used as the classifier.

These approaches can solve several important prob-
lems in field of automated optical inspection, but they
have also limitations. Namely, there are several fields
of quality inspection in electronic manufacturing where
special requirements need to be considered and the
current approaches cannot satisfy them.

38

Our novel similarity measurement technique was deve-
loped based on these requirements. In next section, we
will present four general conditions which are very im-
portant in case of optical inspection algorithm. In Sec-
tion 3 (3.1, 3.2), we will propose two new approaches
built on novel similarity metric where we will show the
details of current approaches’ limitations and present
what the proposed method adds to the state of the art.

2.4 Special requirements

Our main goal is to estimate the appropriate class of
an inspection image only by means of a reference image
database using image similarity measurement. To pro-
duce a well usable classification system, our method
needs to satisfy the following requirements:

* Flexibility. The general AOI inspection algorithms
are rigid measurement methods. After adjusting their
parameters, they execute the same steps with same
conditions, and they do not react to the manufacturing
changes directly and immediately. This is one of reasons
of the relative high false call rate. Because our method
aims at reducing this problem, it needs to adapt itself
to the actual conditions and environment continually and
automatically.

* No parameters. Our method contains image pro-
cessing, outlier detection, clustering and statistical al-
gorithms which have several parameters. Our purpose
is that the values of these parameters would be calcu-
lated by the algorithm during runtime and not by human
experts during implementation time. This is also a pre-
condition of flexibility described in previous point.

« Transparency from image type. An AOI device in-
spects several different components creating very diffe-
rent images. We aimed at developing an algorithm which
can work on several types of images equally well.

* No a-priori information about AOI inspection algo-
rithm. An AOl macro inspects specified region of images
and executes special transformations. Our decision sup-
port algorithm does not consider this a-priori informa-
tion to avoid the dependency on the settings of the AQI
macro.

2.5 Calculation of similarity degree

The basic idea behind our similarity degree calcula-
tion in AOI systems is quite simple. The calculation time
of similarity degree is very critical because of high pro-
ductivity of the modern manufacturing lines. Therefore
to compare all error images with all corresponding ima-
ges is an impossible task in inspection process. This
urged us to develop a novel method which can estimate
the similarity degree without numerous compare calcu-
lations.

To solve this problem, the algorithm creates first a gol-
den template image which represents a general case
of ideal (good) images. The similarity degree is inherited
from the difference between the image and this golden
template.

Behind this simple theory, a complicated algorithm
lies with the following steps:
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Figure 3.
Differences
in position of
images

Figure 4.

The positions
of the reference
point in SOIC
image base

. lterative translation compensation (pre-processing)
. Calculation of golden template
. Split into sub-images
. Calculation of difference profile
. Estimation of similarity degree

In the following the details of the algorithm will be pre-
sented. The results of the processing steps will be illust-
rated by means of image database about SOIC (small-
outline integrated circuit) pins. The dimension of images
in image-space is 242x104 pixels, which shows a pin
with size 1x0.5 mm.

AWM

[8)]

2.5.1 lterative translation compensation
(pre-processing)

The images showing good components contain very
similar features, but unfortunately the location of the im-
portant objects can be varied to some degree (see Fig.
3). The reduction of position disparity makes the clas-
sification methods faster, easier and more accurate, be-
cause similarity measurement can suggest that similar
image-features have similar positions. Therefore, as the
first step, the position disparities of the actual error image
will be compensated.

First, the compensation algorithm looks for the ref-
erence points of the image. This reference point is a spe-
cial feature point on the image: centre of mass of the
whole image; centre of mass of a specified feature etc.
[6]. The choice, which feature point is the best to use, de-
pends on the (component) type of the actual image. (Afu-
ture research could be to determine a general reference
point.) Fig. 4 illustrates an example of the calculated re-
ference points. In this case, the centre of mass of the white
object in the upper part of the image (in green circle) re-
presents the reference point. Therefore the different ap-
pearance of wires does not influence the result.
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The previous steps (determination

of reference points, calculating the
expected value, cutting image sides
- to reduce the disparity) can be repeat-
ed until the disparities of the refer-
ence points fall below a specified li-
. mit. Our research showed that after
4 iterations the position improvement
of position optimization stopped.

7 The graphs on Fig. 7 illustrate the
efficiency of this method. They show
the standard deviation of pixel values
before and after compensation. It is
easy to see that after translation com-
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Figure 6. Distribution of X coordinates

In the ideal case, the reference points have the same
position on each image, but in a real situation their lo-
cations vary to some degree. The goal is to remove these
disparities to get the reference points overlapped, re-
sulting that the features on the images will cover each
other as well.

Next, the algorithm calculates the expected value
of reference points and cuts the sides of each image to
move the image’s references over the position of the
expected value (Fig. 5). This results that the reference
points of all images have the same location. The size of
cutting depends on the distance between the actual re-
ference and the expected value of all points therefore the
bigger this distance the smaller the resulted picture size
becomes. Because the images need to have the same
size after translation compensation, only one outlier re-
ference point, which is very far from the expected value,
produces very small result images losing the most rel-
evant information. Therefore the maximal cutting sizes
in both directions were limited to the average distance
from the expected value.

The determined bound was a good choice to avoid too
small result images while several images’ positions were
compensated. Fig. 6 visualizes the distribution of refer-
ence points’ coordinates. It is interesting to note that the
coordinates are not normally distributed. Our experiments
show that distributions with best fits are the scaled and
translated Student’s t-distribution [11] or logistic distri-
bution [3].

creased in high degree (most at edges
of objects) because the images become more similar to
each other.

After translation compensation, the differences be-
tween features’ positions of different images are rough-
ly eliminated. Small differences in size and location are
certainly possible, but large variations are only accept-
ed in case of real error images. This characteristic of com-
pensated image base is used to determine the images’
similarity degree.

2.5.2 Calculation of golden template

Next the golden template is calculated which is an
“ideal” good image. By its calculation, only the good (and
false-call) images are taken into account from the refer-
ence image database, because the similarity degree means
how the actual image is similar to the good images.

The images can be considered as the samples of a
random variable matrix:

where i and jare pixel indices, §;;is the random va-
riable, Q is the space of possible gray-scale values,
and R is the real numbers representing the gray-scale
values (typically integer numbers between 0 and 255).
The distributions of these variables show the probabil-
ities of the pixels’ gray scale values.

The comparison algorithm (as we will introduce soon)
is executed on pixel level, therefore it is a reasonable
choice to use a matrix created from the expected values
of the random variable matrix as golden template [7]:

Figure 7. The effect of iterative translation compensation algorithm (the standard deviation of pixels decreased substantially)
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Figure 8.
Example for

a golden template
(SOIC)

Figure 9.
lllustration of
small differences
between good
and bad images
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Certainly we have to estimate the expected values
with the sample means therefore the resulted template
image is the mean of all good images (Fig. 8).

2.5.3 Split into subimages

As a next step, the algorithm determines the simi-
larity between the images and the golden template. The
differences between good and bad images can be occa-
sionally very small and hard to detect (see Fig. 9). Using
general techniques by comparing whole images, these
tiny (with size about 4x4 pixels) but very important dissi-
milarities get lost, implying that the class of error image
cannot be found out.

Our new specialized technique splits the images into
several small sub-images and the comparison method
is executed on them separately and independently. The
sub-images’ size is much smaller than the original ima-
ges’ therefore the tiny errors contained only the good
images become detectable on sub-images. The images
are split with four different grids (Fig. 10) to avoid an
important area being always divided between more sub-
images. As our experiments show, the ideal size of a
sub-image is about 8x8 pixels.

VOLUME LXV.« 2010/IV

2.5.4 Calculation of difference profile

The split of an image results an image matrix which
elements are the created sub-images. Next each sub-
image will be compared with the corresponding area of
the golden template generating the difference profile of
the actual image.

In the simplest case, all pixels are taken into account
with the same weight when computing the differences.
But in a real situation, this assumption would distort the
calculation. At some pixels of the image plane, the gray
scale value of different images varies to a high degree.
This means that several images differ very much from
the golden template (from the expected value) at these
regions. These high differences increase the values of
the difference profile without reason, because the clas-
sification decision cannot be made by means of pixels
where the gray scale value does not depend on the type
of the image (namely it is bad or good).

This diversity of the gray scale values can be repre-
sented by standard deviation (or variance) of pixels’ran-
dom variable. Large variance means that there are a
lot of images in the actual image base which differ from
the golden template at these regions to a high degree.
Fig. 11 illustrates two main places where the pixels’
variance has huge value: at the sides of objects and at
unimportant areas (i.e. not inspected by AOIl macros).
First instance occurs because the size and position dif-
fers to some degree despite earlier translation compen-
sation therefore around the edges the pixels’ value va-
ries. At an unimportant part (second case) the AOI mac-
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ros do not inspect the images therefore at these areas
also the good images can contain various pixel values
causing high variance.

Our algorithm does not have any a-priori information
about the images and about the AOI inspection mac-
ros. Hence it is not possible to remove these unneces-
sary regions before executing the comparing method.
Therefore we used weighted distance metric to calcu-
late the difference profile which considers also the va-
riance of pixels.

Our method eliminates this problem by using weight-
ed Euclidean distance where the weights are derived
from the standard deviation of the actual sub-image.
The greater the standard deviation of a pixel’s random
variables is, the smaller its significance. Therefore the
weight function of ith and jth sub-image is the standard
deviation matrix multiplied by minus 1 and scaled be-
tween 0 and 1:

W ;(x,y) = @)
—0i (6 y)+ OSk<NI-r-l-aOXSl<M- -{ai'f (k, )}
0Sk<N O<l<M {Gl’l (k, l)} O£k<N 0<l<M {al'f (&, Z)}

where a,,j(x,y) is the standard dewatlon functlon (mat-
rix) of the sub-image, N; ;and M, ;are the dimensions of the
sub-image. Fig. 12illustrates the result of this equation.

The scaling depends on the minimal and maximal
level of the local (not the global) standard deviation field
(namely only the actual sub-region of the golden temp-
late is considered). This means that the comparison is
executed on each sub-image independently and the scal-
ing takes the relative differences of a sub-region’s vari-
ances into account.

We have tested several metrics like Euclidean dis-
tance, Manhattan distance, correlation etc. Our experi-
ment shows that best choice is to use Euclidean dis-
tance.

As a result, the ith and jth element of the difference
profile, namely the distances between the sub-image and
golden template, can be calculated as follows:

D(,j) =
Ni’j—l; M[‘j—l

z <(gti,]- (k, 1) — subim;  (k, l))z- W, (k, z)>
k=0;1=0

(4)

where gt; ;(x,y) is the covered region of golden temp-
late, subim; ;(x,y) is the sub-image and W;;(x,y) is the
weight functlon determined earlier. Fig. 13|IIustrates two
examples for the created difference profile.

2.5.5 Estimation of similarity degree

Difference profile contains the error values of image’s
sub-regions. We have deduced the similarity degree from
analysing this error field.

We have considered several metrics of difference
profiles, like maximal and minimal values, average va-
lue, variance (standard deviation) etc. Our experiments
show that it is hard to distinguish the sets of good and
bad images by means of only one feature.

Fig. 14 illustrates that neither maximal error value,
nor the standard deviation of the difference profile, as
the two most relevant metrics, can separate bad images
from good images by themselves. But the simultaneous
usage of both techniques yields a 2-dimensional metric
which combines their advantages and creates a simi-
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larity degree field where the two image groups can be
relatively well separated (Fig. 14). This field gives an ex-
cellent basis for the next classification method.

2.6 Summary

The flowchart in Fig. 15summarizes the working pro-
cess of our similarity degree calculation. First the posi-
tions are equalized and the golden template is calcu-
lated which is the expected value of good images. Next
the images are split into small sub-images, otherwise
the small but very important errors on images would get
lost by comparing the whole images. At the third step,
we calculate the difference profile which is the weight-
ed Euclidean distance between the sub-regions of the
images and the golden template. The weights are inherit-

Figure 14. Examples for similarity degrees (SOIC)

Examples for difference profile (SOIC)

ed from the standard deviation of the local region. The
similarity degree of an image is a 2-dimensional vec-
tor derived from the maximal difference value and the
standard deviation of the difference profile.

3. Experiments

In previous section, we explained the calculation pro-
cess of similarity degrees. After computation, a 2-dimen-
sional similarity degree field is generated where all ima-
ges is projected in. Analysing this vector field, impor-
tant AOI problem can be solved without serious addi-
tional work. In this paper, we will present two important
areas where we used our method with significant suc-
cess (see Fig. 16).

ﬂ!‘ﬂﬂ - E

Translation compensation

Difference profile

Golden template

=

Split into subimages

Figure 15.
Working process
of classification

algorithm

Sim]'lariﬁfu degree

VOLUME LXV.« 2010/IV

43




INFOCOMMUNICATIONS JOURNAL

3.1 Decision support in re-inspection phase

In Section 2.1, we introduced that, after the AOl in-
spected the PCB, a human operator checks again the
determined errors. This is because of small modifica-
tion in manufacturing process generates false alarms
(namely the AOI device classified a good component
as faulty) which are revised by human experts. This hu-
man-machine cooperation would create a great inspec-
tion system because the devices are very fast and ac-
curate, while the humans are not. But unfortunately, the
need of human factor decreases the reliability and pro-
ductivity of the manufacturing and the inspection pro-
cess. Therefore it is aimed to develop techniques to as-
sist the human operators’ work in re-inspection process.
Our purpose was to create a re-inspection system which
compares the error images (on which a bad component
was found by AQOI device) with a reference database, and
by means of the comparing information takes a propo-
sal for the human operator about the appropriate class
of the image (see Fig. 16).

The technique of “learning and recognizing” in AOI
systems appeared already in earlier publications. In ge-
neral, the researchers use neural networks in inspec-
tion systems [1,2,5,18]. In spite of this, we would like to
avoid the utilization of artificial neural networks in auto-
mated optical inspection. Although the neural networks
make exact, repeatable calculations and in general do
not contain any stochastic steps, they are “black boxes”
from the point of view of the engineers who are respon-
sible for quality inspection in the whole factory, because
it is hard or impossible to convert the connection for-
ces (weights) between neurons in a trained neural net-
work to exact physical meaning of optical inspection and
measurement.

The training of neural networks raises also an inter-
esting question. Our task is to pre-classify the error ima-
ges in two groups: good images (false-calls) and bad ima-
ges (real errors). There are several samples in the first
group, but much less real images exist. Until the false-

call images are relative similar to each other, the real
errors have numerous appearances. Therefore in field
of the training process and working quality, more diffi-
culties and challenges occur.

These facts motivated us to advance in another de-
velopment direction. The similarity degree analysis is
a very good basis of a decision support system. The al-
gorithm is based on the fact that false-call images can-
not satisfy the serious requirements of AOIl macros, but
they are very similar to normal (good) and to other false-
call images. Therefore if an error image seems like stor-
ed good images, it is probably also a good image; if the
image is dissimilar, the algorithm suggests that it shows
a real error. By means of the similarity measurement
field it is possible to decide about a new error image, that
it contains a good or a bad component.

At calibration, the golden template and the reference
images’ similarity degrees are calculated. At re-inspec-
tion process, the algorithm determines the similarity deg-
ree of the actual error image (by means of earlier calcu-
lated golden template) and places the value on the 2-
dimensional similarity degree field. The proposed class
of error image is determined by three different factors:
class of nearest image, class of image-group belong to
the smaller average distance, clustering result (details
are explained in Section 3.2). The classification method
calculates all of these metrics and the voting result de-
termines the final class of error image: if already one met-
ric signs that the error image contains real error, the
image is classified as bad.

We will present the most important results in Section
3.2. The decision support system based on our novel
similarity measurement method can separate the good
and bad pictures with very small error rate, indepen-
dent from the type of images. The method does not use
image base specific settings (except the type of refer-
ence point at translation compensation), and it works
without any modification on several AOI image bases
equally well.

Figure 16. Model of AOI systems completing with our novel methods
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3.2 Qutlier filtering in AOI image databases

The presented cooperation between machines and
humans implies special difficulties in the topic of opti-
cal inspection. An interesting and important challenge
is the faulty content of image databases storing previ-
ously created inspection images, namely during image
collection — mainly caused by human factor — some fals-
ely classified images can be put in the image database.
This means that image bases, which normally include
pictures showing only good components, contain also
images with bad components. This occurrence makes, for
example, the optimization process impossible because
it is always assumed that the training image bases are
homogenous. It causes less accurate AOI systems, high-
er optimization cost and prevent the development of fully-
autonomous AOI devices.

The image database filtering algorithm is typical out-
lier detection task [7,8,10]. There are several methods
published in the topic of image processing outlier detec-
tion [13,15,19-21,23]. Most frequently, it is used in medi-
cal imaging and analysis of satellite images, but it has
high significance in other image processing areas as
well. Compared to these methods, the environment of our
algorithm has very special requirements. First of all, the
usage of training samples is entirely intolerable because
creation of training samples and keeping them in good
condition are hard and very time-consuming process-
es in case of manufacturing. Another very important con-
dition is that the whole image — not only some features
— need to be considered by identifying the outliers, be-
cause the AOI images contain very important informa-
tion on the full image plane (except at narrow region of
images’ side).

The last important difference between this algorithm
and earlier published methods is that our technique does
not know what kind of outliers can occur on falsely clas-
sified images. This means, that our algorithm gets an
image database as input, without any information about
features why an image is an outlier. Our method “finds
out” these differences in case of each AOl image set se-
parately, apart from the component what the images con-
tain. This is a novel aspect in the area of outlier detec-
tion in image processing systems.

The similarity degree field gives a very essential so-
lution for this application. The similarity degree belong
to all the images in the database under filtering will be
calculated and by analysing the produced similarity vec-
tor field, the outliers can be detected.

It was introduced in Section 2.5.2 that the golden
template is really the mean of all good images. Certain-
ly, this creation method is impossible because the us-
age of training samples is excluded. Therefore by cal-
culating the mean image, all the images are considered
as well. The number of outlier images is much less than
the number of well-classified images therefore the mean
image cannot be damaged much by the outlier images.
Fig. 17 shows a mean image created with (a) and with-
out (b) outlier images. It is apparent that the differences
between the images are negligible (c).
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a.) b.) c.)
Golden template Difference
considering between
all images only good images a.)andb.)

Figure 17. Effect of outlier images in golden template

After calculating the similarity degree (by means of
the special golden template), it is necessary to separate
the whole set into two subsets (well-classified and out-
lier images). We applied the well-known k-means algo-
rithm [9,16] to cluster the similarity degree field in two
groups. In our method, it is created 5 clusters (k=5), be-
cause of special locations of well-classified and outlier
points. Because the clustering depends on the starting
parameters of the k-means method, the clustering is exe-
cuted more times with different starting arguments to
find all possible outliers.

In Fig. 18, a clustering result is shown (SOIC). The
graph illustrates that all of the outlier image were found,
and only 7 well-classified images are classified badly,
which is smaller than 0.005% error rate. (The detailed re-
sults are explained in next section.)

3.3 Results

We tested both algorithms on several image data-
bases which were created at an industrial production
line. Each image database contains good (well-classi-
fied) and bad (outlier) images. Table 1 presents the image
databases used.

Figure 18.
Result of clustering algorithm in case of 5 clusters
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We used the same image databases in both algo-
rithms. In case of decision support system, half of images
were the training samples, the other half of them were
the testing elements. The quality factor was that how
many testing image are classified well. In outlier filter-
ing method, all the images in a database were created
the original (unfiltered) image set and the purpose was
to filter only the bad images. It is important to note that
on every image base the same algorithms (with the same
parameters) were executed. There were no special set-
tings or adjustments for single image sets.

Table 2 shows the result of 7 image databases. First
it is important to note that the qualities of two algorithms
are very similar: at same databases both methods have
quite the same results. This is because both techniques
are built on the same basis (on analysis of similarity
degree field) therefore this identity is not surprising.

The results in the table show that both methods were
able to execute their tasks with very small error rate:
the general hit rate is greater than 98%. At decision sup-
port system, in five cases all real error images were
found, in the remaining two image sets only some spe-
cial error could not be identified well. In case of outlier
filtering method, all outliers were found in five databas-
es, in the other two image bases the classification rates
were above 96%.

The best results were noticeable in both cases in
image database of C0805, C1210, SMCTAB and SOIC.
The algorithms could separate the good and bad images
almost perfectly. The result speaks for itself, it is not
necessary to analyse this conclusion further.

At the MELF and SMCTAC image bases, “only” 94-
97% of real errors or outliers were detected. Fig. 19shows
that very small regions contain the differences, and at
these areas, the pixel’s standard deviation has a rela-
tively high value. In spite of these difficulties, our me-
thod assigns relatively low similarity degree to these pic-
tures, but at those points in similarity degree plane, the
density of good images is higher and the classification
algorithm classifies these pictures in the false group.

In case of R0805, the number of badly clustered good
images is relatively high (~10%). The reason is that in
this image base, the good images are very different from
each other (see Fig. 20). Therefore it is quite hard to de-
termine the regions where the good and bad images dif-
fer which caused the high rate of false positive errors.
Here the question about the usability of the algorithm in
industrial production can occur, but it is important to note
two facts. First, all real error images or outliers were de-
tected, which more important task in case of manufac-
turing. Second, looking at Fig. 20, we can see the high
heterogeneity of the good images which is a very seri-
ous challenge for all classification methods (an also for
human experts). The 10% false positive rate in this ad-
verse environment is an acceptable result, also in in-
dustrial production.

An important feature of this algorithm is that the clas-
sification decision is executed without using any thres-
hold parameters, but it uses a standard clustering tech-
nique. Moreover, the method does not use image base
specific settings (except the type of reference point at
translation compensation), but it calculates the inner

Capacitor with standard 1 Number of images: 1342
C0805 size 0805 Good: 1221 (90.98%)
- Bad: 121 (9.02%)
Capacitor with standard Number of images: 1405
C1210 cize 1210 Good: 1306 (92.95%)
: - Bad: 99 (7.05%)
Metal electrode leadless - | Number of images: 1576
MELF face diod ‘ Good: 1451 (92.07%)
ace diode Bad: 125 (7.93%)
Resistor with standard Number of images: 1086
RO805 Good: 1011 (93.09%)

size 0805

Bad: 75 (6.91%)

|

S —
Surface mount capacitor i
SMCTAB iy . |
with size ,,.B”

Number of images: 1174
Good: 1119 (95.32%)
Bad: 55 (4.68%)

Table 1.
Image databases
for testing

. Number of images: 1384
Surface mount capacitor
SMCTAC with size .C” Good: 1274 (92.05%)
7 Bad: 110 (7.95%)
Small-outline integrated Number of images: 1329
SOIC . Good: 1221 (91.87%)
circuit
Bad: 108 (8.13%)
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Image Decision support system
type Outlier filtering method
Good image Bad image
s o 0,
Well classified: Well classified: Fgund c')uthers.'lll 007 )
609 (99.84%) 60 (100%) Well-classified images in good cluster: 1218
C0805 . . (99.75%)
Badly classified: Badly classified: . . . .
1(0.16%) 0 (0%) Well-classified images in outlier cluster: 3
’ (0.25%)
H . 1 0,
Well classified: Well classified: Ff)und .outhers.. 900%) )
649 (99.39%) 49 (100%) Well-classified images in good cluster: 1302
C1210 o . (99.69%)
Badly classified: Badly classified: . . . .
4(0.61%) 0 (0%) Well-classified images in outlier cluster: 4
' (0.31%)
B o 0,
Well classified: Well classified: FOL,md oytllers. ,121 (96.80%)
Well-classified images in good cluster: 1441
715 (98.62%) 60 (96.77%)
MELF . . (99.31%)
Badly classified: Badly classified: Well-classified images in outlier cluster: 10
10 (1.38% 2 (3.23% ) '
(L.350) (234 (0.69%)
— =
Well classified: Well classified: Fgund c.)uthers..'?S (100%) )
456 (90.30%) 37 (100%) Well-classified images in good cluster: 914
R0805 o . (90.40%)
Badly classified: Badly classified: Wellclassified i ¢ tier cluster: 97
ell-classified images in outlier cluster:
49 (9.70% 0 (0%
Gt () (9.60%)
iers: 55 (1007
Well classified: Well classified: Ff)und .outhers. (100%) )
557 (99.64%) 26 (100%) Well-classified images in good cluster: 1097
SMCTAB . . (98.03%)
Badly classified: Badly classified: : : g :
2 (0.36%) 0 (0%) Well-classified images in outlier cluster: 22
' (1.97%)
Found outliers: 106 (96.36%
Well classified: Well classified: 01'111 O,U e . ( ©)
Well-classified images in good cluster: 1263
633 (99.37%) 52 (94.55%)
SMCTAC . . (99.14%)
Badly classified: Badly classified: Well-classified images in outlier cluster: 11
4(0.63% 3 (5.45% ) '
Wi6324) (o) (0.86%)
H . 0,
Well classified: Well classified: Fo.und (.)uthers.. 108 (100%) )
609 (99.84%) 54 (100%) Well-classified images in good cluster: 1214
SOIC . . (99.43%)
Badly classified: Badly classified: ’ ; : ¢
1(0.16%) 0 (0%) Well-classified images in outlier cluster: 7
' (0.57%)

Table 2. Testing results

parameters automatically only by means of actual image
database without any external information. Therefore it
is hard or impossible to modify the ratio of false posi-
tive and false negative errors only by means parame-
ters, so general experiment methods, like ROC curve
analysis, were avoided.

One of the most important requirements of the re-
search was to find all real errors or outliers (no or very
small false negative error), during the false positive rate
stays below a quite low limit. The results mentioned above
illustrate, that our general methods based on simila-
rity degree can separate the good and bad pictures with
very small error rates, independently from the type of
images.
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4. Conclusions

This paper presented a novel image similarity measure-
ment method for AOI image databases. The algorithm
calculates first a golden template image which repre-
sents the average image of good components. Next the
image under inspection is compared with this golden
template on the level of sub-regions, creating the dif-
ference profile. The analysis of this error field (maxi-
mum value and standard deviation) results the 2-dimen-
sional similarity degree which symbolize how close the
actual image is to the golden template. This means, that
the developed similarity degree is a relative measure-
ment value.
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lllustration of bad classification result

Figure 20.
False-call images in R0805 image base

By means of this measurement method (by analys-
ing the similarity degree vector field), important AOI
problem can be solved without serious additional work.
This article presented two interesting area: decision sup-
port system for human operators at re-inspection pro-
cess; outlier detection method for filtering the AOl image
databases. In the first case, the algorithm uses train-
ing images about good and bad components, and cal-
culates their similarity degree vectors.

At re-inspection process, the algorithm determines
the similarity degree of the actual error image and de-
termines the appropriate class by means of three dif-
ferent factors (nearest image, smaller average distance,
clustering result). The outlier filtering algorithms esti-
mates the golden template as the mean image of all (bad
and good) pictures in the database, and by means k-
means clustering separates the well-classified and out-
lier images.

We tested our algorithm on seven different image bas-
es which contain different types of components, like SMT
capacitors, resistors, or pins. The experiments show ex-
cellent results: in five cases, all real errors or outliers
were classified perfectly, in the remaining two image
bases the classification rates were 94-97%. The false
classification of good images was below 2% in average.
This means that our novel decision support and filter-
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ing methods based on novel similarity degree calcula-
tion are useful also in industrial applications at this stage
of our research already. We would like to emphasize
again, that our algorithms do not apply outer parameters,
they calculate all the stages only by means of actual
image database, and they work without any modifica-
tion on several different types of AOl image bases well.
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