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We conduct experiments in a LAN environment to determine the impact of IPsec on VoIP performance during the IPv4 to IPv6
transition period. VolP performance with IPsec is measured in the presence of varying background traffic with IPv4, IPv6 and 6to4.
To study the effect of NAT traversal, we also use Teredo. The IPsec scenarios that are evaluated include no-security (in which
traffic bypasses IPsec), network-to-network (in which traffic is tunneled between IPsec gateways), and client-to-network

(in which traffic is tunneled between the client and IPsec gateway). We use the popular Openswan implementation of IPsec and
focus on ESP with the authentication option. The measures used for evaluating VoIP performance are delta (packet inter-arrival
time), jitter, packet loss, throughput, and Mean Opinion Score (M0S). We also determine the time for the IPsec key exchange
and call set up using SIP. Our results indicate that VoIP performance with IPsec in IPv4-IPv6 transition networks is not

significantly different from that in today’s IPv4 networks.

In particular, we find that 1) performance with IPv4, IPv6, or 6to4 is similar; 2) the overhead due to NAT traversal with Teredo
is comparable to that when using NAT with 6to4 on the edge device; 3) performance degrades significantly when the amount of
background traffic exceeds network capacity regardless of whether IPv4, IPv6, 6to4, or Teredo is used.

1. Introduction

VolIP continues to grow in popularity due to its low cost
and convenience. While VolIP is primarily used today
over |IPv4 networks, VolP calls in the next-generation
Internet are likely to be placed between devices on
IPv6 networks. However, the IPv4 to IPv6 transition is
expected to last for several years due to the vast base
of installed IPv4 networks. During this period, communi-
cation between many IPv6 networks will only be pos-
sible using existing IPv4 connectivity. The recommend-
ed interim measure to address this issue is 6to4 en-
capsulation [1]. 6to4 enables IPv6 traffic to be carried
over |IPv4 transit networks with minimal changes to the
current infrastructure. Unfortunately, most IPv4 networks
employ NAT, and 6to4 does not work with NAT unless
the NAT box also serves as a 6to4 router. The situation
is more complex if multiple NATs are traversed.

While Teredo [2,3] offers a solution to the NAT tra-
versal problem, it requires additional infrastructure in-
cluding servers and relays, as well as Teredo-aware
clients. Teredo is proposed and supported by Microsoft,
with Vista and Windows7 having Teredo enabled by de-
fault; there is also a Linux implementation [4]. Thus, a
study of VolIP performance in IPv4-1Pv6 transition net-
works needs to consider 6to4 as well as Teredo.

In this paper, we conduct experiments in a test LAN
to evaluate the impact of IPsec with 6to4 and Teredo on
VoIP performance. Although other approaches to VolP
security exist, IPsec VPNs were used in our study since
they are frequently used to protect all IP traffic in IPv4 net-
works. The basic question we address in this research
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is the following. To what extent does the overhead add-
ed by an IPsec VPN impact VolP performance during the
IPv4 to IPv6 transition period? To assess this impact,
we evaluate VoIP performance in an IPsec VPN over
IPv4, IPv6, and 6to4, and when Teredo is used for NAT
traversal. We also measure the time to complete the
IPsec key exchange and for call set up using SIP.

The experiments with IPv4, IPv6 and 6to4 use a test
LAN with 6to4, and IPsec gateways that allow VolP qua-
lity to be evaluated using three IPsec scenarios: no-
security in which traffic bypasses IPsec; network-to-net-
work in which traffic is tunneled between IPsec gate-
ways; and client-to-network in which traffic is tunneled
between the client and IPsec gateway. All IPsec exper-
iments used ESP tunnel mode with the authentication
option [5]. To evaluate the effect of NAT on VolP perfor-
mance with IPsec, we configured a 6to4 gateway to serve
as a NAT box, and also set up a server enabling Teredo
to be used for NAT traversal by the clients.

In our experiments, VoIP traffic is transmitted through
Linux routers on the test LAN together with data traffic
at various rates. Congestion is introduced by using a
100 Mbps transit network to carry traffic from a gigabit
Ethernet. VoIP performance is then studied by measur-
ing values of delta (packet inter-arrival time), jitter, pack-
et loss, and throughput using Wireshark. Finally, voice
quality is estimated by computing the MOS (Mean Opi-
nion Score).

The values of delta (packet inter-arrival time) reflect
delay in the network, but do not estimate the actual end-
to-end delay. Auxiliary measurements we conducted to
estimate the end-to-end delay in our network showed
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that it is well within the commonly accepted 150 ms li-
mit except when the network is unstable at very high
loads. Also, since Wireshark was run on a separate ma-
chine and not on the softphones, the measured values
do not consider jitter buffer effects, and decoding and
decryption delays at the receiver prior to playback.
Thus, it is possible that the values of the reported mea-
sures might not represent the actual voice quality ex-
perienced by the receiver. To address this issue, we com-
puted an average MOS based on MOS values assigned
by human listeners. Since this average MOS correlated
well with the MOS by using values measured by Wire-
shark, we believe that the measured values accurately
reflect actual call quality.

The main contributions of this paper are results de-
monstrating that 1) the popular IPsec-based VPN tech-
nology used in IPv4 networks today can continue to be
used during the IPv4 to IPv6 transition period with no
significant impact on VolP quality; 2) the additional over-
head due to 6to4 or Teredo processing has a negligible
effect on VoIP quality with IPsec if the network capaci-
ty is not exceeded. This paper is an extended version
of [6]. The differences are the inclusion of VolP perfor-
mance measurements with IPsec when Teredo is used
for NAT traversal; and the determination of delays for
VPN establishment, and for user registration and call
set up via SIP.

The rest of this paper is as follows: In Section 2, we
briefly discuss related work. In Section 3, we describe
the test network, and in Section 4, we present the results.
In Section 5, we present the conclusion.

2. Related work

In a previous study on IPsec with IPv6 using real traf-
fic [7], hosts with an Intel Pentium |l 450 MHz processor
and 128 MB memory running Free BSD 2.2.8, and rout-
ers with an Intel Pentium IIl 500 MHz processor were
used. Their study compared the end-to-end throughput
for IPv4 and IPv6 without IPsec, with only AH, with only
ESP, and with both AH and ESP. The application used for
the study was digital video. The experiments showed
that for large amounts of data, the use of authentication
and encryption reduces the throughput by 1/9. In this
case, the throughput was about 10 Mbps for UDP and 6
Mbps for TCP. Their study demonstrated the feasibility
of securely transmitting video using IPsec over IPv6 with
ordinary hardware. However, their study does not apply
to VoIP and it did not specifically consider IPsec sce-
narios that are common to today’s VPNs using modern
implementations on Linux systems that are popular to-
day.

The overheads of an IPSec VPN server with IPv4, and
performance improvements are studied in [8,9]. The stu-
dies use Openswan, were mainly concerned with the
overhead due to the IKE/ISAKMP key exchange, and
show that it is much larger than the ESP overhead. In [10],
performance of voice and video in an IPsec VPN for
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videoconferencing is analyzed and it is concluded that
the VPN cannot meet QoS requirements under heavy
loads. Studies have also examined the IPsec overhead
with IPv4 for email and Web applications [11], and Web
servers with IPv4 and IPv6 [12]. The performance of 6t04
without IPsec for TCP traffic is evaluated in [13] and it is
found that the additional overhead due to tunneling is
minimal.

An evaluation of IPsec with 6to4 is done in [14], but
the study does not address VolP performance. In [15],
the authors describe the implementation of an IPsec
VPN using IPv6, discuss the tradeoffs, and perform test-
ing. VolP performance over IPv6 and IPv4 without IPsec
or 6to4 is compared in [16], and it is shown that the dif-
ference in VolIP call quality due to the different IP ver-
sions is negligible. In [17], the impact of IPv6 on SIPis
studied considering both 6to4 and Teredo. Our study is
similar, but also takes varying levels of background traf-
fic into account. The focus in [18] is on comparing 3G
UMTS network performance over IPv6 with IPv4 and tun-
neled IPv6 for multimedia systems; it does not deal with
VolP performance over IPv6 with Teredo or 6to4.

The main difference between this study and the pre-
vious studies is that we focus on VolP performance with
IPsec in IPv4-1Pv6 transition networks. To this end, we
study VoIP performance in IPsec VPNs over IPv4, IPv6
and 6to4, and by using Teredo for NAT traversal. VolP
performance is measured by making calls using soft-
phones and sending the VolP traffic and variable a-
mounts of other UDP data traffic through a LAN with se-
veral routers.

When VolIP traffic passes through a VPN tunnel, all IP
payloads carrying the voice traffic (including UDP and
RTP headers), the ESP trailer, and the message authen-
tication code are encrypted. These fields (excluding the
authentication code field) plus the ESP header can also
be authenticated. Furthermore, the inner IP header is
also encrypted and could optionally be authenticated.
However, since there is no IPsec protection within the
network sites, a protocol such as SRTP [19] would be
needed for end-to-end VolIP security.

3. Network and experimental setup

Fig. 1shows the test LAN for the network-to-network IPsec
scenario. In this scenario, router #1 and router #4 act
as both 6to4 and IPsec gateways. Router #4 can also
serve as a NAT box. The test LAN for the client-to-network
scenario is the same except that IPsec is enabled at
client #1 instead of router #1. To test Teredo, NAT is en-
abled on router #1 and router #4, and a Teredo server
is deployed on the network between router #2 and rout-
er #3.

Calls using Linphones [20] (softphones) are made be-
tween the two clients. We use Linphones for consisten-
cy and convenience as they exhibited stable behavior
and were easy to configure with either IP version. MGEN
[21] is used to generate UDP background traffic. One cli-
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ent (client #2) and the traffic generators (MGEN#1 and
MGEN #2) are located on a gigabit Ethernet. During a
call, the VoIP data consisting of 20 ms voice packets ge-
nerated by a Linphone is collected for 2 minutes (i.e.,
2-minute conversations) and the results for the second
minute only are used (to eliminate any startup effects).

We use the Openswan implementation of IPsec with
IKEv1 [22] since it is presently used in most VPNs. The
newer Strongswan implementation with IKEv2 [23] add-
resses several security issues with IKEv1 but has yet
to be widely deployed.

In the network-to-network scenario for example, the
background traffic (MGEN UDP data at rates of 50, 100,
150 and 200 Mbps) first passes through the 6to4 router
#4. It then becomes IPsec ESP traffic and passes through
three 100 Mbps networks connected by 2 routers (rout-
er #3 and router #2 respectively) before entering the
destination network via router #1 that acts as an IPsec/
6to4 endpoint gateway as shown in the figure. Although
packet loss is possible in this network, packets can-
not arrive out of order. When IPsec processing is nec-
essary, it is always done first. For IPv6 packets, this is
followed by 6to4 processing.

ESP encryption and authentication are then applied
by router #4 to IPv6 packets carrying the VolP data with
the addition of an ESP header and an outer IPsec head-
er (tunnel mode). The resulting packets are then prefixed
with an IPv4 header (6to4 encapsulation) and forward-
ed to the destination through the intermediate IPv4 net-
works and routers. At the destination network, router
#1 decapsulates the received 6to4 packet, and does
IPsec authentication and decryption before forwarding
the IPv6 voice and data traffic to their respective des-
tinations.

Figure 1.
Test LAN with IPSec/6to4 the case of a site-to-site VPN

Wireshark [24] running on the destination network
captures the voice traffic delivered to the client by port
mirroring at the switch and reports values of delta, jit-
ter, packet loss, and throughput that are used to mea-
sure VolP performance. The machine running Wireshark
doubles as an OpenSER SIP server [25] for setting up
the calls.

The specifics of hardware, software and MGEN traf-
fic used for the experiments are as follows:

Hardware: Router/Server/MGEN: Dell Optiplex GX260
(Pentium 4, 2.4 GHz, 512 Mb RAM, Intel PRO/1000, 3Com
10/100); Client: Dell Optiplex GX270 (Pentium 4, 2.4 GHz,
2048 Mb RAM, 3Com 10/100); Switches: Cisco Catalyst
2950, Netgear GS108 (1000), Netgear FS308 (10/100),
Trendnet TE100-S55E (10/100).

Software: CentOS 5 (2.6.18-92.1.22) (Routers, SIP Ser-
ver, NTP Server, Wireshark), Windows XP (SP3) (Gene-
rators + Sink), Fedora 10 (2.6.27.9-159) (Clients), Linphone
2.1.1-1 (ITU-G.711 codec), Wireshark 1.0.3, MGEN 4.2b4,
OpenSER 1.3.4-1, Openswan 2.6.14-1.

MGEN Background Traffic: n streams are used to ge-
nerate 5n Mbps of background traffic, where n=10, 20,
30, 40.

4. Results

Each experiment is run several times and the results
shown are averages over three runs.

A) Delta (Packet Inter-arrival Time)

We consider the maximum (max) and mean values
of delta (shown in Fig. 2) and its relative frequency dis-
tribution.

In general, it is not possible to directly relate the
value of delta to the actual delay.

Max Delta: When there is no back-
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When background traffic is at 100
or 150 Mbps, larger increases in max
delta are seen but the values are
not significantly different for the no-
security, and client-to-network sce-
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encapsulation. When background
traffic is increased to 200 Mbps,
delta for some packets exceeds 100
ms for no-security with 6to4 and cli-
ent-to-network with either IP version.
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Figure 2. Mean delta

For the network-to-network scenario, it is possible for
some packets to have extremely large delta values at
100 Mbps with 6to4, at 150 and 200 Mbps with IPv4, and
at 200 Mbps with IPv6 (max delta exceeds 800 ms in
these cases). These large delta values for the network-
to-network scenario at high background traffic rates are
due to packet loss and increased delays.

Mean Delta: In contrast to max delta, the values of
mean delta are stable. For the no-security and client-to-
network scenarios, there is very little difference in mean
delta values with either IP version or 6to4 encapsula-
tion, and it varies from 19-26 ms (the mean is 26 ms at
200 Mbps for no-security with IPv6 and 6to4, and for
client-to-net with IPv4 and IPv6). For the network-to-net-
work scenario at background traffic rates of 100 Mbps
or less, mean delta values are similar to those for the
other scenarios and there is at most a small difference
in values with either IP version or 6to4 encapsulation.

At a background traffic rate of 150 Mbps, mean delta
values are 33 ms, and at 200 Mbps it is 37 ms with IPv4
and 42 ms with IPv6 and 6to4. For the no-security and
client-to-network cases, the standard deviation of delta
varies from 8-16 ms when the background traffic is in-
creased from 0-200 Mbps, and there is little difference
in the standard deviation with either IP version or 6to4
encapsulation. For the network-to-network scenario, there
is more variability in the delta values: at 0 and 50 Mbps,
the standard deviation is 8 ms with either IP version or
6to4 encapsulation; at 100 Mbps it is 11 ms with [Pv4
and IPv6, and 24 ms with 6to4; at 150 Mbps it is 21 ms
with IPv6 and 6to 4 and 29 ms with IPv4; and at 200 Mbps
it is 30 ms for 6to4 and approximately 40 ms for IPv4 and
IPv6.

Relative Frequency Distribution: The relative frequen-
cy distribution of delta provides more details concern-

ing the actual values of delta that are obtained. At back-
ground traffic rates of 0 and 50 Mbps, for all IPsec sce-
narios with either IP version or 6to4 encapsulation, app-
roximately 70-80% of packets have delta values be-
tween 0-24 ms and the rest have delta values between
25-49 ms. The same is true at 100 Mbps, for the no-secu-
rity and client-to-network scenarios, with either IP ver-
sion or 6to4 encapsulation, except that a very small
number (less than 1%) of packets have delta values be-
tween 50-74 ms.

For all three IPsec scenarios with either IP version
or 6to4 encapsulation at 150 and 200 Mbps, at most 6%
of packets have delta values between 50-74% and a
very small number (at most 1.5%) have delta values of
75 ms or more. For the network-to-network scenario,
the delta distribution has more variability: with either
IP version or 6to4 encapsulation at 0 and 50 Mbps, the
delta distribution is similar to the other scenarios; at
the higher rates of background traffic, the distribution
is also similar to the other scenarios except that the
percentages of packets having delta values respecti-
vely between 50-74 ms and 75 ms or more increases (for
instance, the percentage of packets having delta val-
ues between 50-74 ms varies from about 5-30% and the
percentage of packet having delta values of 75 ms or
more varies from about 5-15%.

B) Jitter

Max Jitter: Max jitter ranges from 13 ms for IPv4 with
no security to 24 ms at 150 Mbps for the network-to-net-
work scenario with IPv4. In the case of IPv6, max jitter
ranges from 13 ms for the client-to-network or network-
to-network scenarios with no background traffic to 21 ms
for the network-to-network scenario with background traf-
fic at 200 Mbps. With 6to4, max jitter varies from 13 ms

Figure 3. Mean jitter
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Figure 4. Packet loss
with no security and no background traffic to 26 ms for E) Throughput

the network-to-network scenario with background traffic
at 100 Mbps. However, max jitter sometimes reached 27
ms even with no security and no background traffic. Thus,
it is important to examine both maximum and mean jitter.

Mean Jitter: Mean jitter values are shown in Fig. 3.
The values range from 7-10 ms for IPv4, from 7-11 ms for
IPv6, and from 7-10 ms with 6to4. The results show that
mean jitter is not affected significantly by IPsec and 6to4
processing.

C) Packet loss

Packet loss percentages are shown in Fig. 4. Wire-
shark calculates these percentages by using RTP se-
quence numbers to determine missing packets. We note
that there is no packet loss when background traffic is
at 0 or 50 Mbps for all IPsec scenarios with either IP ver-
sion or 6to4 encapsulation. At 100 Mbps of background
traffic, packet loss with IPv4 varies from 2% for no-se-
curity to 10% for the network-to-network scenario. For
IPv6, the range is from 4-16%, and for 6to4, it is from 4-
27%. The highest packet loss percentage is 55% for the
network-to-network scenario at 200 Mbps with either
IPv6 or 6to4.

D) MOS

The maximum MOS of 4.41 is obtained with 0 or 50
Mbps of background traffic regardless of the IPsec sce-
nario and regardless of whether IPv4, IPv6 or 6to4 en-
capsulation is used. At 100 Mbps of background traffic,
MOS values are good with a slight drop for the client-
to-network and network-to-network IPsec scenarios with
either IP version or 6to4 encapsulation. As expected,
at 150 or 200 Mbps of background traffic, the MOS drops
to unacceptable levels.

The throughput is the number of bits transferred per
second considering only the voice packets. Throughput
is shown in Fig. 5. If there is no packet loss, it is easily
verified that the expected throughput with 20 ms voice
packets is 0.4"s, where s is the total size in bytes of the
voice packets including all headers and data. The pack-
et size with IPv4 is 218 bytes, and with IPv6 and 6to4
is 238 bytes (since there are 160 bytes of voice data,
12 bytes of RTP header, 8 bytes of UDP header, either 40
bytes of IPv6 header or 20 bytes of IPv4 header, and
18 bytes of Ethernet header plus trailer). This gives ex-
pected throughput rates of 87.2 kbps with IPv4, and 95.2
kbps with IPv6 or 6to4.

As expected, the measured and expected through-
put is similar with background traffic rates up to 50 Mbps
but differ when the rates are 100 Mbps or higher. This
is because there is packet loss and increased delays
at higher background traffic rates, which lowers the num-
ber of packets received per second. In general, the
throughput for all IPsec scenarios is about the same
for a given rate of background traffic with either IP ver-
sion or 6to4. This implies that the additional overhead
due to the extra headers and processing with IPsec
and IPv6 or 6to4 does not significantly affect the voice
throughput.

Note that size of a packet captured by Wireshark
does include the 4-byte CRC at the end of an Ethernet
packet. It computes the throughput by multiplying the
number of packets received during the measurement
interval by the observed packet size.

F) NAT with 6to4 or Teredo

To determine the additional overhead on the IPsec/
6to4 router when it is using NAT to handle traffic from IPv4

Figure 5. Throughput
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subnets, we repeated the previous experiments after
enabling NAT. The difference in the values of all mea-
sures of interest due to NAT processing was found to
be negligible regardless of the IPsec scenario. For rea-
sons of space, we only show mean delta, mean jitter
and packet loss for the no security and network-to-net-
work IPsec scenarios with NAT (Fig. 6-8).

In the figures, IPv6+NAT means the clients are IPv6
and the background traffic is IPv4 with NAT, NAT+6to4
means clients are IPv4 with NAT and background traf-
fic is 6t04, and so on. However, as noted previously, NAT
traversal over 6to4 is not possible unless the NAT box
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and 6to4 edge router are co-located and the NAT box is
capable of performing the necessary 6to4 functions.
Teredo required the exchange of 6 pairs of router so-
licitation and router advertisement pairs between the Te-
redo client and the Teredo server over IPv4 before voice
packets were exchanged over IPv6. Each solicitation
message is an 89-byte IPv4 datagram that carries a
UDP-encapsulated IPv6 message prefixed with a 13-
byte Teredo authentication header. The IPv6é message
contains an 8-byte ICMPv6 message. The advertise-
ment message is a 125-byte IPv4 datagram that carries
a UDP-encapsulated IPV6 message prefixed with a 13-
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byte Teredo authentication header and an 8-byte Teredo
indicator. The IPv6 message contains a 56-byte ICMPv6
message. Each voice packet over Teredo is a 248-byte
IPv4 datagram that consists of a UDP-encapsulated IPv6
message containing 160 bytes of voice data, a 12-byte
RTP header, and an 8-byte UDP header. In contrast, a 6to4
voice packet has 8 bytes less due to not requiring the
extra UDP header. The only IPsec scenarios possible
with Teredo are no security and network-to-network. Com-
paring Fig. 2, 3 and 9we see that that the mean jitter and
mean delta values for Teredo and 6to4 are similar.
Fig. 10 contains packet loss and throughput for Te-
redo. The packet loss values for Teredo are slightly bet-
ter than those for 6to4 in Fig. 4. The expected through-
put value for Teredo computed using the formula given
earlier is 0.4*266=106.4 kbps, and this value is close to
that achieved for background traffic at 150 Mbps or less.
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When background traffic is at 200 Mbps, throughput in the
VPN scenario drops drastically due to the high percentage
of lost packets.

G) IPsec key exchange and SIP call set up times

We also determined the delays for the key exchange
to initially set up the VPN using the IKEv1/ISAKMP hand-
shake.

Fig. 11 shows that the delays during the initial key ex-
change are between 200-400 ms with background traf-
fic levels of 0-50 Mbps regardless of whether IPv6, 6to4
or Terdeo is used. When the traffic level exceeds 100
Mbps, delays are unpredictable due to a backoff algo-
rithm that doubles the delays between retries. This de-
lay would be a factor in evaluating overall VolP perfor-
mance if the handshake is repeated several times dur-
ing a call to provide additional protection against key
compromise or staleness.

Fig. 12reports the delay between sending a SIP re-
gistration request (required of all clients prior to call set
up) and receiving the 200 OK message. It is seen that
delays for the network-to-network scenario with no se-
curity are comparable for IPv6, 6to4, and Teredo (around
50 ms) when background traffic levels are 0-50 Mbps.
With a VPN tunnel, the delays appear to be unpredic-
table even with background traffic at 50 Mbps.

Finally, Fig. 13 measures the SIP call set up delay,
which is the time between sending the invite message
and receiving the 180 ringing message. With 0-50 Mbps
of background traffic, the call set up delays are less
than 20 ms for IPv6, 6to4 and Teredo with or without a
VPN tunnel. When the background traffic level rises to
100 Mbps, delays are on the order of 120 ms.
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5. Summary

We conducted a study to evaluate VolP performance
with IPsec in IPv4, IPv6 and 6to4 networks, and also
when using Teredo for NAT traversal in a test LAN. The
experiments used softphones to make calls and gen-
erated background traffic to create congestion on the
links and routers. The results demonstrated the feasi-
bility of using a single Linux box to handle IPsec, 6to4
and NAT processing. It was found that voice quality is
acceptable as long as the traffic does not exceed net-
work capacity.

The study showed that VolP performance with IPsec
is not adversely affected by the overhead due to 6to4
or Teredo. Future studies should evaluate the impact of
multiple calls and the use of IPsec with both Teredo and
6to4 in a more complex test network.
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