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Meteorological radars are used for short term weather prediction in Hungary and all over the world. These radars can he
jammed by RLAN devices (e.g. home Wi-Fi routers). We introduce the background of this problem, and analyze the weakness of
the current solution (DFS - Dynamic Frequency Selection). We analyze it theoretically by modeling the radar operation and
RLAN traffic, and we also show its high efficiency in practice, based on well-known IEEE 802.11 RTS/CTS mechanism.

1. Introduction

The introduction of modern meteorological radars has
revolutionized accurate short-term forecasts. But at that
time nobody thought, that the quickly spread wireless
networks (further: Wi-Fi — Wireless Fidelity, WLAN — Wire-
less Local Area Network, RLAN — Radio Local Area Net-
work) [4] would affect negatively the performance of
radar systems — in a large number of countries world-
wide [1-3 and 9-15].

In the beginning of the next section (Subsection 2.1)
we show how this interference appears on the screen
of meteorological radars, and discuss the serious con-
sequences it may cause. We also specify the origins of
the interference from a technical point of view. Of course,
as the problem expanded, engineers tried to come up
with a solution. This led to the development of DFS (Dy-

namic Frequency Selection), which is a standardized
method introduced in IEEE 802.11h.

Of course, the WLAN devices need to comply with
it, so DFS compliance tests were introduced in the ETSI
301 893 documents. The ETSI standard is still under
development. Almost every year or two a newer ver-
sion is revealed, trying to make the tests be more sim-
ilar to real life events. The details of DFS are discus-
sed in Subsection 2.2.

Unfortunately, the DFS still can not provide enough
protection for the radar systems; many WLAN devices
don’t perfectly comply with the standards. We summa-
rize the problems with DFS (identified by us) in Subsec-
tion 2.3. The next subsection presents some of the so-
lutions we proposed, that could possibly detect and even
filter WLAN interference at the radar systems. Some of
these solutions are easier to manage, some are only
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theoretical, and could not be implemented because of
the technical parameters of the radars.

As the main topic of this paper, in Section 3 and 4
we introduce a method, which does not only detect and
filter WLAN interference, but also eliminates it before it
could actually happen. We present here a preventive
solution, which is based on channel allocation. It can
reserve the channel for the radar while the measure-
ments are done, by silencing the WLAN transmitters in
direction. In Section 3 we present the overview of the
main idea and some background information for the next
section (Section 4), in which we introduce the alloca-
tion technique in detail using traffic models and estima-
tion, and present some evaluation of it. Finally, conclu-
sions are summarized in Section 5.

2. Interference and some solutions

2.1 Introduction of the interference

As part of the European weather forecast system,
there are three weather radars in operation in Hungary
under the supervision of Hungarian Meteorological Ser-

Figure 2.
RLAN interference in the picture of the meteorological radar

There are not only clouds in the picture but also strips
and sectors are shown marked by dotted curves.

They are caused by RLAN interference,

and inhibit observing of the precipitation.
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vice (OMSZ) and several others throughout Europe and
all over the word. The locations of the Hungarian radars
are shown in Figure 1. These radars measure the atmo-
sphere precipitation. Radar operation is detailed in Sub-
section 3.3.

Based on the information and pictures provided by
the OMSZ, Figure 2 shows the influence of the strays on
a rough radar image. Each shade means a different dBZ
level, corresponding to the intensity of the reflected sig-
nal. If the shade represents a larger numerical value, it
means higher received signal strength [16,18].

The jammed layers indicate significant quantity of
rain, so their influence is rather disturbing. It is also dan-
gerous when the signals reflected by precipitation are
combined with the ones from the strays (see in the left
bottom of Figure 2) and as a result we may come to a
false conclusion regarding the quantity of the precipi-
tation. This may cause significant problems in the wea-
ther forecast and pre-estimations.

The layers and sectors appearing in the images are
mostly caused by IEEE 802.11a standard WLAN devi-
ces located close to ground and operating within the
radar’s frequency range [1-3 and 9-10]. One of the (fre-
quently used) frequency bands where the meteorologi-
cal radars may operate is between 5600-5650 MHz, which
overlaps with 3 of the 802.11a channels (No. 120, 124
and 128) [17]. They are shown in Figure 3.

2.2 DFS to solve the problem

A method has been standardized to solve this prob-
lem. Dynamic Frequency Selection (DFS) has become
the technological solution to resolve the interference
issues between meteorological radar systems and WLAN
devices. There are two standards related to DFS: the
IEEE 802.11h standard and the ETSI EN 301 893 direc-
tives.

The IEEE 802.11h standard is [4] an amendment to
the original 802.11 standard [4] which deals with the ra-
dio spectrum and power management operations in de-
tail. It defines new processes, message types and frame
types to be implemented. Although the main function of
the standard is to cooperate with European radar sys-
tems, it also offers a possibility to have a uniformly used
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2 us

Figure 4.
A sample of radar signals
for DFS compatibility tests

Similar DFS test patterns are
defined in ETSI directive [5-8].
This one specifies 2 uys pulses

N
y

2 ms (500 Hz)

with 2 ms repetition time
(500 Hz repetition frequency).

radio spectrum, and to manage coverage or power con-
sumption with Transmit Power Control (TPC).

The standard defines horizontal and vertical commu-
nication protocols (between stations and within a sta-
tion, respectively), but it allows the manufacturers to
choose their own implementation. It does not even de-
fine the conditions (e.g. radar signal detecting), that start
the extended functions in the devices. The ETSI EN
301 393 documents [5-8] contain information regarding
these conditions [11-15].

The ETSI EN 301 893 standards summarize the func-
tional requirements, that every radio access network
operating in the 5 GHz band has to meet. These requir-
ements consist of the specification of transmitted sig-
nals, but also contain methods of spectrum manage-
ment, such as DFS. In practice, a device is marked DFS
compatible, if it passes the DFS tests of the actual ETSI
EN 301 893 standard (further: ETSI). On the other hand,
it is questionable whether this DFS compatibility pro-
vides enough protection for meteorological radars.

2.3 Problems regarding DFS

We examined the efficiency of DFS using ETSI v1.4.1
[7] both theoretically and in practice [3], and found that
the following problems still exist. We introduce briefly
these already known and those revealed by us prob-
lems here. One of the known issues is that the mini-
mum pulse width for testing against DFS is 0.8 us, but
Hungarian and other radars also use 0.4 ps for better
radar resolution, which is harder to detect [1-3, 6-9 and
11-15]. A sample of a radar signal (as ETSI DFS test
pattern) is shown in Figure 4.

We found that Channel Availability Check time is only
60 seconds in ETSI v1.2.3 [5], v1.3.1 [6] and v1.4.1 [7],
but it can be shorter than the radar rotation period [15].
(Note that this has been changed to 10 minutes in ETSI
v1.5.1 [8].)

We found also that DFS Slave devices are not re-
quired to sense radar signals. In some scenarios, when
a DFS Slave device faces the radar, and the radar sig-
nal is too weak at the DFS Master, the WLAN devices
will not switch the channel, and the DFS Slave will con-
tinuously jam the radar [3].

We collected more than 50 certificates of 802.11a
WLAN devices on the market, and most of them only
complied with older, v1.2.3 [5] or v1.3.1 [6] versions of
ETSI. This means, that even if the device was called DFS
compatible at the time it was designed, it would not
certainly pass the newer versions of ETSI. But these de-
vices are still in operation, or even can be bought and
used.

26

There were some devices we actually tested, and
some of them let the end user enable or disable DFS or
Radar signal detection, although this function should
be automatically and always enabled.

2.4 Our proposed solutions

As we can see, DFS can not, and probably never will
provide a perfect solution against radar interference.
We came up with some ideas, which are detailed in [3].
Here we provide a quick overview of them.

If we also detect signals in the full 20 MHz wide 802.11a
channel, which embraces the 1.25 MHz wide spectrum
of the radar, and we sense signals there at the moment
when we receive the reflected radar signals, we may
say that there was also WLAN interference. In this case
the result of those radar measurements can be ignored.

Interference can also be detected or filtered in time
scale, if we only look for reflected radar signals in the
time period when they could have returned after reflect-
ed by hydrometeors. This possible time period can be
calculated from the typical minimum and maximum
height of the clouds in the actual season, and the alti-
tude angle of the radar. Interference can also be detect-
ed or filtered if precipitation maps are received from
other sources, including satellites or terrestrial optical
camera system, which can observe without this inter-
ference. If we use more radars to scan a selected area,
then by comparing the different measurements we are
able to detect or filter the interference. This can be done
by specific algorithms, or majority voting in case of us-
ing at least three radars.

There is a chance to separate radar and WLAN sig-
nals, if we use some kind of modulation on the radar
signals and we detect the reflected signals via an app-
ropriate demodulator. This way WLAN interference would
only cause higher noise in demodulation. Unfortunately
this method would require the modification of the radar
signals in a way that current magnetron based meteo-
rological radars are unable to provide.

The possible solutions mentioned above are useful
only for detecting and filtering the already existing in-
terference. Unlike, using our proposed method discus-
sed in Section 3 and 4, we may eliminate the interfer-
ence before it even existed.

3. Background of channel allocation
for interference elimination

3.1 Overview of channel allocation

The basic idea behind channel allocation is to defer
the transmission of the WLAN devices for the time the
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radar faces their direction thus we have to allocate that
time slot to the radar. This can be done by sending out
information to the WLAN stations prior to the critical
interval, which forces them to be silent until the radar
turns over them.

This allocation transmission should not affect the
operation of the radar; therefore the idle time of the ra-
dar should be used.

This transmission can be continuous in space do-
main with an omnidirectional antenna or a fast rotation
directional antenna not synchronized with the radar
position. Alternatively, this transmission can be con-
centrated to the direction where the radar measures,
which is better, because it does not affect the WLANs
which do not jam the radar at the time. In this case the
allocation transmission should be synchronized with
the radar rotation spatially. The allocation beam should
forerun the radar beam for silencing RLANs at time of
radar measurements, or should be identical with it (see
Figure 9). In this case the radar antenna can be used to
transmit channel allocation indication. In this paper we
discuss this possibility.

For this allocation we try to use the RTS/CTS mech-
anism of 802.11, which sets the NAV of the WLAN sta-
tions, thus silencing them for a time as necessary. This
mechanism is mandatory implemented in all of the WLAN
devices.

3.2 Overview of RTS/CTS mechanism in WLAN

The optional RTS/CTS mechanism in 802.11 [4] is
basically used to prevent the hidden terminal problem.
This problem refers to a scenario, where ‘A" wants to
send data to ‘B’, and ‘C’is also in the range of ‘B’, but
out of the range of ‘A’ (Figure 5).

Without RTS/CTS it is possible, that after ‘A’ starts
to transmit, ‘C’ also starts transmitting, since it senses
that the media is free, and creates interference at ‘B’.
Using the mechanism, prior to sending the actual data,
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Figure 5.

Hidden terminal problem and RTS/CTS mechanism
as a solution

At first node ‘A’ sends RTS to node ‘B’ requesting
channel allocation. Node ‘B’ sends CTS indicating that it
received RTS and node ‘A’ get the channel.

Node ‘C’received CTS, too.

‘A sends a RTS (Request To Send) frame, telling every-
one in its range the duration of its following data frame
(and belongings, e.g. ACK, SIFSs). Then ‘B’ sends the
CTS (Clear To Send) as a reply, which stations in its
range will receive. This way, every station in the range
of ‘A and ‘B’ should not transmit, while ‘A’ transmits its
data.

The RTS/CTS mechanism is generally used in envi-
ronments where stations in the same network may ex-
ist out of each others range.

The mechanism and timing parameters can be seen
in Figure 6.

3.3 Introduction of weather radar operation

During operation the radar rotates at a specific alti-
tude angle (elevation) or scans a given sector and then
raises the elevation.

DIFS
Source RTS Data Figure 6.
Timing of
RTS, CTS,
P ) P data, ACK
frames
SIFS SIFS SIFS
- . and NAV
Destination CTS ACK (IEEE 802.11,
2007,
Fig. 9-7 [4])
—Pp
DIFS |/ // /]
Other NAV (RTS) /C/ontention Windcizw
NAV (CTS)
r Defer Access T Backoff After Defer
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Figure 7. Parameters and operation of meteorological radars
A radar in operation continuously rotates and after each rotation increases elevation angle.

Figure 7 illustrates this operation. In the meantime
it transmits radar pulses and receives echoes, reflect-
ed by hydrometeors (raindrop, ice) and attenuated by
absorption and free space loss (see Fig. 8) [14,16].

Figure 8 shows radar operation in time domain. Each
transmitted radar pulse is followed by the echo of it.
This backscattering is limited in time by the attenua-
tion and radar signal sensitivity. After each and before
the next measurement there is an idle period that will
be called ‘InterMeasurement Gap’ (IMG). In our channel
allocation technique this gap is used, so the radar ope-
ration and functionality is not affected.

4. Modeling, analysis and evaluation

For analyzing and evaluating the proposed solution
building a model is indispensable.

4.1 Modeling radar and RLAN traffic

At first radar and RLAN traffic are described by their
timing and other parameters.

4.1.1 Modeling radar operation

As introduced in Subsection 3.3 the radar antenna
rotates under operation. Rotation speed is given in RPM
(Rotation per Minute) generally in most of the radar spe-
cifications. This value — denoted by ‘f’ — is needed in
degree/sec (°/s) measure for further calculation.

=M=RPM.6 [O/S] (1)

60
Another main parameter of the radars is the horizon-

tal beam width (a) measured in degrees (°). These pa-
rameters are shown in Figure 9.

Every radar rotation has a period, when the radar
scans a specific point, as described in Subsection 3.3.
This ‘Contacted Time’ (T, is constant for each point:

o
Tcont = E [S] (2)

During this period radars periodically transmit pulses.
This is specified as ‘Pulse Repetition Frequency’ (PRF)
in Hz (1/s). It has the same meaning as Pulse Repetition
(PR) Time (TpR): T 1

=— s] (3
R = BRF [s] (3)

Figure 8. Transmitted and received signal of radars in time domain

Radar pulses

Radars transmit radio pulses
periodically and receive echoes
from scattering targets.

‘InterMeasure Gap'is
the idle part of the operation
Radar echo between two measurements.
Inter-
Measurement
Gap
. — " : ——— ’
- > > t
: Tmeasure TIMG :
- >
: Trr -
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Figure 9. Radar scanning and RLAN devices
The radar rotates with o. beam width and P rotation speed.

The time interval between two consecutive pulses
can be divided into two periods (see Fig. 8). The first one
is between the transmission of a pulse and the theoreti-
cal limit when its echo is received by the radar. This mea-
surement time (Teasure [S]) is calculated from maximum
range of the radar (R [m]) and signal propagation speed
(‘speed of light’) (¢ [m/s]):

Tooae = 2% [s] (4

measure
C

The second period is the idle time between the end
of observation and the next pulse, called Time of Inter-
Measurement Gap (IMG) (T [S]):

TINIG = TPR =T

measure

2'R

— - [s] (5)
PRF ¢

The pulse length is negligible compared to other du-

rations; therefore it is omitted in this formula. Using these

parameters the utilization of the radar and the channel
is: T 2-R-PRF
= (6)

Umeasure = TEasE
Ter c
The number of pulses (Np ¢7) and InterMeasurement
Gaps in ‘Contacted Time’ (Nyyg c7) is defined as:
T
NP_CT = NIMG_CT = =T

PR

4.1.2 Modeling RLAN traffic

Not only radar operation, but also RLAN traffic should
be described in order to be able analyze and model the
proposed solution.

-PRF )

cont

We analyze two scenarios for modeling RLAN traffic,
in ‘Scenario I’ without and in ‘Scenario II’ with acknow-
ledgements (ACK).

Scenario I: RLAN traffic without ACKs

In ‘Scenario I' RLAN traffic consists of data frames only
without any acknowledgement (ACK), therefore RLAN
transmission contains frames and idle times. In gene-
ral distributions of frame size and arrival times are un-
known. We use this deterministic traffic pattern for mo-
deling, because this is the worst case: all of the frames
use the maximum time duration (with maximum size)
(Ttrame [S]) @and minimum interframe time (IFT) (Tinterframe
[s]) consequently this case gives the most occupied
channel (Figure 10).

Frame time (T;ame [S]) consists of two parts: fixed du-
ration for frame initialization (Ts;ame init [S]) @and the other
part depending on frame size (Sgame [bit]) and bit rate of
transmission (BR;ame [bit/s]):

Tframe = Tframe_\nit + BR;:%:E [S] (8)
Channel utilization (Us,4me) €an be calculated with these
parameters: T
frame — o e (9)
T +T

frame interframe

Scenario II: RLAN traffic with ACKs
Unlike the previous scenario, RLANs mostly use acknow-
ledgements (ACKs) for reliable transmissions. After send-
ing the data frame (T ame) RLAN devices wait (Tack_delay)
for the ACK (Tack)- Similarly to the ‘RLAN traffic without
ACKs’ model, this one simulates the worst case in deter-
ministic way. The frame and ACK transmission periods
can be grouped together (called ‘Extended Frame’), sup-
posing that the further channel allocation technique can
not interrupt this frame-ACK communications (Figure 11).
This grouping increases the channel utilization ac-
cording to the worst case estimation. This allows a more
simple way of modeling RLAN traffic with ACK, too.
Duration of frames and ACKs (Tck [S]) are calculated
the same way as before:
ACK

A
ACK _init BRACK
And the ‘Extended Frame’time (Texiended_frame [S]) US-
ing ‘ACK Delay Time’ (Tack_delay [S]) @5 mentioned above:
Textended_frame = Tframe + TACK_deIay + TACK (11)

Maximum usage of channel (Ugyendeq frame) CaN be de-
fined in this scenario, too.

[s] (10)

TACK

U _ Textended_frame
extended _frame
Textendediframe + Tinterframe

(12)

Tinterframe Tframe

Tinterframe

Tframe

Tframe
-

> < > < > <

Frame IFT Frame IFT

- > Figure 10.

Traffic scheme and timing
for RLANs without ACKs

Frames with the same length
t (Ttrame) and idle period (IFT)
> (Tinterframe) alternates in

Frame

our RLAN transmission model.
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Textended_frame

Textended_frame

Figure 11.
Traffic scheme and timing

for RLAN with ACKs

In acknowledged RLAN

|
| [
| TACK ! | TACK : transmissions frames
: Ttrame delay |ACK :Tinterframe: Trame  _delay TacK and acknowledgements
[——— > —p <> > < > a—>p (ACKs) and idle time
| | ) | between them (ACK delay)
should be combined
into ‘Extended Frame’.
Frame ACK| IFT Frame ACK ‘

|

This is higher than U4, because ‘Extended Frames’
are larger than original frames but ‘InterFrame Time’is
equal.

4.2 Modeling channel allocation

The overview of the channel allocation technique
was given in Subsection 3.1. To achieve our goal (mini-
mizing the traffic of the RLANs during radar scan) we use
Channel Allocation Frames (CAFs) (e.g. CTS) in general.
RLAN traffic can be blocked for a specific duration by
each CAF. But this event occurs only in the case when
an RLAN device receives a CAF successfully. CAF can
be successful if and only if the beginning of the CAF is
in an interframe time (IFT) of the RLAN traffic. However,
detecting IFT on the radar side and using detection-
based adaptive transmission of CAFs can be difficult and
it is unnecessary. When the radar receives signals of
more than one RLAN simultaneously, it can detect few-
er and shorter idle periods, due to overlapping RLAN
traffics. However, CAFs can be transmitted success-
fully not only in these periods, because each RLAN has
its own IFTs, when the allocation can occur. It can be dif-
ficult to separate traffic of RLANs, and derive when and
which one has its IFT.

We decided that our proposed solution uses a simple
deterministic RLAN-traffic-independent CAF transmis-
sion without using any detection and without a complex
adaptive mechanism, according to the difficulty above.
The rate of successful allocation can be maximized by
the maximum rate of CAF frequency. This results in a
deterministic structure of channel allocation transmis-
sion with using short CAFs (Tcar[s]) and as short as pos-

sible idle time (‘InterCAF Time’) (T car [S]) between them
(Figure 12). Duration of CAF can be calculated the same
way as duration of data frames with the parameters:
fixed time for initialization (Tgaf init [S]), Size of CAF (Scar
[bit]) and transmission bit rate (BRgar [bit/s]):

S
cAF it T BF\SAF [s] (13)
CAF

This channel allocation operation is used only in In-
terMeasurement Gaps of radar, as discussed in Subsec-
tion 3.3.

TCAF

4.3 Analysis of proposed solution

As mentioned above, CAF can block RLAN traffic,
when an RLAN device detects it. It can occur when the
whole CAF is received from its beginning without over-
lapping with RLAN frames. RLANs using CSMA (Carrier
Sense Multiple Access) do not transmit frames after be-
ginning of any frame including CAF is detected. There-
fore this successful reception of a CAF becomes a suc-
cessful channel allocation, too. Applying RLAN traffic and
channel allocation models described in Subsection 4.1
and 4.2, the number of successful CAFs during an inter-
frame time (IFT), Ncar_iFT can be estimated:
- Tinten‘rame (14)

Tear + Ticar

In this case we supposed that CAFs and RLAN frames
are not synchronized, and one’s periodicity is not exact-
ly a multiple of other’s in our deterministic model. This
condition guarantees the variety of relative positions of
CAFs and RLAN frames.

We supposed that CAF traffic does not affect RLAN
traffic, only when successfully receiving a CAF. If this

Near _IFT

|1
IFT

L
IFT :

ol

Frame

Frame

IFT

Figure 12.

Scheme and timing for
channel allocation
frames (CAFs)

and RLAN traffic

Channel Allocation
Frames (CAFs) are sent
periodically and in
parallel with RLAN traffic.
CAFs can be detected by
RLAN devices in their idle
time (InterFrame Time).
Receiving CAFs
successfully mute RLAN
devices for a time

TR BN DY

Frame

> t specified by CAF.
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assumption is incorrect, then CAFs can cause longer
idle periods and RLAN frame retransmissions (due to
frame-CAF collision) in RLAN traffic, too. However, in this
case utilization of the RLAN channel can not exceed the
worst case limit, as described in Scenario I and II.

The interframe frequency (number of IFT in one sec-
ond) (Fer [1/s]) can be calculated as

_ 1
Fier ok S S [1/s] (15)

frame interframe

Ttrame CaN be replaced with Tgyiended frame @S NECES-
sary.

Using both values (Ncar 1 and Fier), the average fre-
quency of successful CAFs in IFT (Fcar |pr[1/8]) can be
estimated, too:

FCAF_\FT = NCAF_IFT'FIFT =

= Tinterframe . 1 - (16)
Tear + Tear Trame * Tintertrame

— 1 . Tinterframe _ 1- Uframe
Tear + Tear Trame * Tinterame  Tear + Ticar

This result demonstrates our previous two worst case
assumptions: efficiency can be increased by minimiz-
ing both RLAN traffic utilization and CAF cycle duration.
This formula (16) can be used not only in the case of de-
terministic, but also in the case of random RLAN traffic,
only the utilization of the channel should be known.

The above result is modified by usable time slot, so
the more relevant value is the frequency of successful
CAFsin IFTs in ‘InterMeasurement Gaps’ (IMG) (Fcar i1 MG
[1/s]): T

FCAF_IFT_INIG = FCAF_IFT % =
PR

[1/s] (17)

=Tear_iFr° (1 - Umeasure )=

_ (1 - Uframe ) (1 - Umeasure )

Tear + Ticar

Accordingly, the average number of successful chan-
nel allocations during each IMG is:
(1 B Uframe ) TIMG

NCAF_IFT_IMG = FCAF_\FT 'TIMG = # (18)
CAF ICAF

Another useful measure can be the number of suc-
cessful channel allocations during a radar scan (Ton:)
(NcaF IFT IMG_Teont):

NC/—\F_IFT_IMG_Tcont = FC/-\F_IFT_IMG 'Tcont =

_ (1 - Uframe ) (1 — UmeaSUFe ) g
Tear + Ticar p

Each successful channel allocation protects the ra-
dar from RLAN traffic for duration (Tcar nav), that is the
sum of the time value (NAV — Network Allocation Vec-
tor) contained in CAF (Tyay) and the time of CAF itself
(Tcap), see Figure 12:

(19)

[s] (20)

With this value the minimum number of successful
channel allocations in each scan period (Tgony) (Nca Teont_min)
can be estimated:

TCAF_NAV = Tear + Thav

VOLUME LXIV. « 2009/Ill

|— Tcont ] 1 a
- =l (21)
TCAF_NAV ‘ Tear + Tuav B

One of the most important values that can describe
the efficiency of the proposed solution (p) is the ratio of
occurred effective channel allocations (Ncar i1 Mg Teont)
and the number of needed (Nga Teont min)-

NCA_Tcont_min =

_ NCAF_\FT_IMG_Tcont FCAF_IFT_IMG “Toont

NCA_Tcont_m[n B Toont
]

(1 - Uframe ) (1 - Umeasure ) a

_ Tear + Ticar B - (22)
L)
{TCAF”NAV p }

Toar + Taav

= m * (1 - Uframe) : (1 - Umeasure)

The approximation can be applied in case of T,y>>
Tcar nav- This formula clearly shows which parameters
can affect the efficiency of channel allocation domi-
nantly. This efficiency (p) can reach or exceed 1, if

1< Tear + Taav

Tear + Ticar 23)
< Toar + Taay > Topr + Tiowr =

< Tuav > Tiear

Table 1. Practical parameters and constants
Parameter |Value Comment
RPM 2 From radars specification (0-6)
B 12°/s From radars specification (0-36°/s)
o 1° Average radar beam width (3 dB)
PRF 400 1/s Generally used
from radar specification (250-1300)
R 240 km Radar range: 0-240 km
c 3-108 m/s | Speed of light
Tiame it |20 KIS IEEE 802.11a:
preamble (16 us) + PLCP (4 us)
Sirame 1516 bytes | Supposing Ethernet traffic
(64-1516 bytes — see below)
BRyame |6 Mbps IEEE 802.11a: 6-54 Mbps
Titerirame |34 MS IEEE 802.11a: DIFS + backoff
(with 1 time slot (worst case))
TACK init 20 MS IEEE 802.11a:
preamble (16 us) + PLCP (4 us)
Sack 14 bytes | IEEE 802.11a
BRack 6 Mbps IEEE 802.11a: 6-54 Mbps
Tack delay |16 M8 IEEE 802.11a: SIFS
Toar it |20 ps IEEE 802.11a: CTS
preamble (16 ys) + PLCP (4 ps)
Scar 14 bytes | IEEE 802.11a: CTS
BRecar 6 Mbps IEEE 802.11a: CTS: 6-54 Mbps
6 Mbps for worst case
and for best receiving conditions
Ticar 16 us We can specify it freely,
but for easier implementation and
compatibility we set to SIFS.
Tuav 32267 ps | IEEE 802.11: CTS
15 bit value: 0-32267 in us
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4.4 Evaluation in practice

In practice most of the parameters are defined in
standards and specifications. In our solution the values
of the RLAN traffic parameters come from |IEEE 802.11,
802.11a (including RTS/CTS introduced in Subsection
3.2) [4] and weather radar parameters as defined its spe-
cifications and using general settings [3,14,18]. For prac-
tical evaluation of this allocation technique, the worst
case or default values of parameters are given in Table 1.

Using these values in practice (Table 1) the parame-
ters of our model can be calculated, see Table 2.

Parameter Value | | Parameter Value
Ter 2500 ps| | Ugame 86.73 %
Tmeasure 1600 US Uextended frame 8906 %
Tive 900 MS Fier 3218 Hz
Teont 83.33 ms| | Fcar F7 2001 Hz
Umeasure 64 % FCAF IFT IMG 720 Hz
Trame 222.1 Ys | | Ncar iFT MG 1.8
Tinterframe 34 us| | Tear nav 32.3 ms
Tack=Tcar | 38.67 Ps | | Nea Teont min 3
Textended_frame| 332.8 US| | p 20.01

Table 2. Calculated parameters

The results of worst case calculations and estima-
tions can be seen in Table 2. We find that since the ra-
dar is in idle state in 36% of its time, there is a 900 ps
IMG for channel allocation. During an IMG, 1.8 success-

ful channel allocations occur in average, but only 3 are
needed during a 83.33 ms ‘Contacted Time’. With these
worst case parameters the proposed solution allocates
channels at least 20 times more often than needed.

These results can be much better if the estimation
is based on real parameter values, not on the worst case.
For example, using a real distribution of frame sizes
gives some improvement. Supposing that the frame size
distribution is similar to as it was in 2000 in world wide
networks, estimation can be much better. Based on an
earlier publication [20], similarly to [19] and [21], the
cumulative density function (CDF) of the IP packet size
can be obtained. From this CDF the smoothed probabi-
lity density function (PDF) (or histogram) can be deriv-
ed, as shown in Figure 13.

We suppose these traffic characteristics describe
not only Ethernet and backbone traffic, but they are va-
lid for WLAN environment, too. This assumption can be
used, because much of traffic is IP and passed through
in Ethernet network, which shapes the traffic characte-
ristic to a similar one.

We can find three modes in the histogram of packet
size distribution (see Fig. 13). Only 14% of the traffic has
the maximal size, 19% is around 570 bytes and almost
33% has the minimal size with 40 bytes. Due to the pay-
load encapsulation and framing every packet gets 16-20
bytes additional overhead. Using these statistics and in-
formation, the average frame size can be around 500
bytes. In this case, the efficiency (p) of the solution ex-
ceeds 35, which means that CAF occur in the

0.35 average 35 times more often than needed.
0.30 - We can also analyze the relationship be-
' tween the efficiency and RLAN bit rate, frame
> 0.25 4 size and using ACKs. This comparison is shown
£ 0.20 - in Figure 15.
3 The Figure 14 shows that 20 is the lowest
o 0.15 1 efficiency, but under some conditions even 115
* 0.10 - can be reached.
0:064 | 4.5 Applicability
0.00 - T We can see that the solution is more effi-
0 200 400 600 800 1000 1200 1400 1600 cient than needed under every circumstance.
Frame size [byte] It can protect meteorological radars against
Figure 13. 120
Frequency of Frame Size G
Smoothed probability density function 8., -8 - 0~ - 54 Mbps
(PDF) (histogram) of frame size 100 4 E\ R . without ACKs
in bytes in typical networks \ Bl - 54 Mbps
based on [20 - BN O B R
( (200 > 80 =N with ACKs
§ 604 N —0— 6 Mbps
0 A without ACKs
i . NITTmeeol.ll n
Figure 14. 40 - ~ ~ o —8— 6 Mbps
The efficiency of proposed channel i - o~ with ACKs
allocation technique 20 4 - _T =
This diagram shows the efficiency
connected to RLAN traffic at different 0
frame size at 6 and 54 Mbps ’ g iy
with or without ACKs. 0 500 1000 1500
Frame size [byte]
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Thus, the implementation of this technique is not too dif-
ficult. A simple computer can send CTS frames continu-
ously through a WLAN adapter, synchronized to radar
measurement cycle. For higher efficiency we can apply
an optional power amplifier. The signal can be transmit-
ted directly into the waveguide of the radar through a
coupler, which exits in most of the radars for testing and
calibrating purposes. We can also use a controlled gate
before the coupler to protect the amplifier against the high
power radar pulses (see Fig. 15).

The proposed technique can be used as a standard-
compliant solution, because it uses an ordinary WLAN
device and a frame type that is specified in the stan-
dards. This can not conflict with the radar; moreover it
allows undisturbed radar operation.

5. Conclusions

In this paper we have addressed the problem of inter-
ference between meteorological radars and RLAN de-
vices. We have evaluated the current solution — DFS —
and its limitation. We have proposed some new solu-
tions, and detailed the most viable one: channel allo-
cation based on RTS/CTS. We have given models for
radar operations and RLAN traffic. We have shown that
using the proposed technique the interference can be
eliminated in a very efficient way, due to the mandatory
and embedded functionality of RTS/CTS and parame-
ters from standards.

We will try to test this solution in practice soon. We
expect this method to be implemented all over the world
and will solve the problem of 5 GHz interference.
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