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In the past years it has hecame a widely accepted opinion that the current network layer protocol, IPv4, suffers from several
serious problems. Besides the scalability issues of the BGP routing tables [1], several features (like mobility, security)

need extensions (like MIP or IPSec, respectively). These features are available as extensions of the IPv4 protocol family.

The 6th version of the Internet Protocol (IPv6) is assumed to become the network layer of the future Internet, which unfortunately
inherits some weaknesses of IPv4. Such as, there are no easy solutions of the scalahility problems caused by edge site multi-homing.
In this paper we overview the available future internet trends, and propose an easy to deploy multi-homing strategy that
decreases the number of entries in the routing tahles by aggregating together the address space of several edge networks
located close to each other. We sketch two possible solutions for such a scenario and investigate their performance.

1. Introduction

In the last decade, the Internet Protocol has become the
leading technology for inter-machine communication.
Meanwhile, a great number of different enhancements
were introduced, deployed (e.g. Differentiated Services,
Integrated Services), and the technological boundary
of the protocol’s capabilities have been reached. It turn-
ed out that the fundamental architecture assumptions
that underlie the routing and addressing design of the
Internet Protocol are no longer sustainable. This fact ge-
nerated an increasing interest in changing or re-design-
ing the routing and addressing architecture of the Inter-
net [2,3], especially considering that a new version of
IP, IPv6, is on its way to be globally deployed.

A fundamental design principle that has made it pos-
sible for IP to scale to the magnitude of today’s Internet
is that address prefixes can be aggregated at higher le-
vels of the routing hierarchy. The classic IP aggregation
scheme is based on provider-subscriber relationships,
where the address space of the subscriber net-

The growing difficulties in address aggregation re-
sults in the unprecedented increase of routing table
sizes what we experience today (Figure 1). The sheer
volume of IP addresses to manage, and the frequent pro-
cessing of update messages thereof, will inevitably lead
to grave scalability problems in the long run.

A straightforward solution would be to completely
remove the dependency of IP addresses from their lo-
cation in the network. In such an unstructured (usually
termed as “flat”) routing architecture, neither endpoint
mobility nor multi-homing would pose problems. Let us
recall Rekhter’'s Law, which states “Addressing can fol-
low topology, or topology can follow addressing. Choose
one”[5]. Thus, according the Rekhter’s Law there must
be a congruency between the network topology and the
addressing. Understanding the current future internet
proposals we may derive a slightly different law, name-
ly: By removing the structure from the address space,
we might need to reimplement a similar structure in the
control plane.

work is part of the larger address space of the 300000
provider network. In this case the provider does

not have to announce every subscriber’s add- 250000 -
ress prefix separately, but it announces only

its own address prefix, which trivially ensures 200000}

global reachability of its subscribers.
Unfortunately, the assumption that prefixes
can freely be aggregated at the provider net-
works is no longer valid. The two most impor-
tant causes strengthening this effect are: (i)
fast endpoint mobility and (ii) site multi-hom-
ing with provider independent (PI) addresses.
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Figure 1. The BGP routing table growth [3]
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In the next section we briefly describe the possible
classification of the future internet proposals in order
to emphasize the ideas behind the previously given law-
interpretation. In Section 3 a scalable cluster based so-
lution for multi-homed network aggregation is proposed.
Later, in the same section, some simulation results are
presented to characterize the proposed methods.

2. From Congruency to Structure

In this section we overview the popular trends of future
internet architectures to solve the problems discussed
in the previous section. An unique, usually unstructured,
flat identifier (or name) is assigned for each host and/or
network element, and somewhere in the network this iden-
tifier is resolved to a routeable locator (i.e., an address
that can be used in a scalable routing system). The place,
where this resolution is carried out can be either the
host itself (like in HIP [7], shim6 [8], GSE/8+8 [9]) or some-
where deeper down in the network (like in LISP [10], eFIT
[11]) (see also Table 1).

In the first case, users must invest in new devices,
or at least update their software with a new protocol
stack supporting the host based identifier-locator split-
ting mechanism. The majority of the home users are sa-
tisfied with the system used nowadays and may not be
inclined to invest in a new one, because from their per-
spective the new equipment has the same capabilities.
Thus, the deployment path for host-based identifier-loca-
tor splitting is somewhat obscure.

In the second case, the protocol stack of the hosts
remains the same and it is the service provider that must
install extra functions and (maybe) entities in its net-
work. This approach looks more viable, however, it is still
questionable whether the process of identifier-locator
resolution can be made effective.

In both cases, the scalability problems are delegat-
ed to the control plane, that is, to the system coping with
the identifier-to-locator and/or locator-to-identifier trans-
lation process. In the simplest case, this would amount
to burdening the Domain Name System (or an appropri-
ate successor thereof) with identifier-to-locator trans-
lation. It is yet to be seen whether the venerable DNS
architecture can cope with that amount of load.

Methods differ, in addition, as to how the identifier-
locator split is represented in the packets. It is possible
to distinguish two different categories: map-and-encap
and address rewriting (Table 1) [12].

The delivery of a packet in the map-and-encap schem-
es occurs as follows. A host, initially, puts the destina-
tion host’s identifier into the packet. While the packet
is in the transit through the core, it gets encapsulated
and delivered using the locator into the destination’s
domain, where it is de-capsulated and delivered to its
final destination using the identifier. Note that the map-
and-encap schemes always append a new header to a
packet instead of rewriting it, unlike the case with the
rewriting methods discussed below.
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map-and-encap | rewriting

Shim6
Six/One

host-based HIP

LSIP
network-based oFIT

GSE/8+8

Table 1.
The classification of
the identifier-locator split proposals

The idea behind address rewriting is to divide the
IP address space into two parts, and use the upper bits
as the locator field and the lower bits as a unique end-
point identifier. The two parts of the address space are
completely disjoint, which means that neither of the end-
points is aware of its locator. The locator part of the source
address is filled in by the local egress router, while the
locator part of the destination address is removed at
the remote ingress router. From both sides of the com-
munication the address of the remote host looks comp-
lete, as the locator and the identifier part is filled as it
was returned by the DNS.

As a summary we may conclude, that all the intro-
duced methods tackle the previously mentioned prob-
lems by introducing special structure in the address-
ing or by forcing special virtual structure of the network
entities.

2.1 Push or Pull?

There are several ways to solve the problem of iden-
tifier-locator mapping: (i) empower the hosts to store their
own bunch of locators and introduce a context estab-
lishment in the communication process (like Shimé or
Six/One) or (ii) delegate the mapping process to the (suc-
cessor of the) DNS.

As per the enhancement of the DNS, there are two ba-
sic approaches. According to the push-based approach,
the databases are pushed near the edge, i.e., the map-
pings are proactively fetched in order to minimize the
lookup latency. In the pull-based approach, however, re-
quests are delivered right to the authoritative server,
i.e., the identifier-location mapping is performed upon
the request, reactively.

Both of the push and the pull model have its own be-
nefits:

— Pull systems have comparably low storage
requirements, enabling finer and dynamically
generated mappings (e.g., for mobility).

— Push systems have comparably lower latency,
and hence less packet loss in the routers that
buffer packets during the resolution.

In the next section we propose a new routing archi-

tecture to deal with scalability isssues in multi-hom-

ing.
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3. The proposed method:
cluster based multi-homing

The scalability problems are mainly caused by small
multi-homed edge networks, because the processing and
storing of their small prefixes consume huge amount
of resources. Thus, a new and scalable aggregation
method is needed. At the same time the providers prefer
not to invest much into hardware and software. There-
fore, each viable method needs to be cheap and easy
to deploy. Moreover, the method has to be (i) capable of
aggregating the addresses allocated to different multi-
homed edge networks and (ii) resistant against failure
scenarios, as multi-homing was originally implemented.

These goals can be achieved by introducing special
multi-homing (MH) addresses, which are completely in-
dependent from the address space of the providers’ net-
work and each multi-homed edge network gets its add-
resses from this special address space. Each multi-
homed network has a few providers, called direct pro-
viders. These providers are able to forward packets
directly to their multi-homed edge networks. However,
they do not announce these addresses. These MH add-
resses are announced only after it is aggregated by a
set of AS, called aggregation cluster (see also Figure 2).
The edge networks aggregated together are strongly
suggested to be “geographically close” to each other
and to the cluster, to avoid large inter-continental hops
in paths. Thus, the MH addresses have to be distributed
geographically (probably by an international registry). Re-
call that this scheme faces only the problems caused
by the small edge networks that are placed within geo-
graphically small regions.

Figure 2.

The autonomous systems called AS1, AS2, AS3 and AS4
are responsible together for a given MH address prefix.
They announce the MH address together,

and the incoming packets are distributed among them
using IP tunneling.
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Simply put, in such an architecture every packet
heading to a multi-homed edge network (i) is first for-
warded to the aggregating cluster, (ii) then, after detect-
ing (one of) the real providers of the edge network, the
packets are encapsulated and using IP tunnels forward-
ed to their real destination. After arriving to the network
of the direct provider, (iii) the outer IP header is removed
and the packets are forwarded using the original desti-
nation addresses.
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3.1 Heuristic Models

Finding optimal aggregation clusters are almost im-
possible in a highly distributed and always varying sys-
tem like the Internet. Instead, our focus is on simple and
straightforward implementation guidelines. One can ob-
serve that the direct providers with edge networks of
the same multi-homing prefix can be used as an aggre-
gation cluster for that prefix. Also note that such a solu-
tion can minimize the AS-level path by putting the clus-
ter as close as possible to the multi-homed edge net-
works. We wish to point out, that this scenario is also
resistant against the same failure scenarios as the ori-
ginal (not scalable) architecture was. Note that, from the
perspective of the edge networks, the previous cluster
definition implies that they can connect only to provider
networks that are part the aggregation cluster for their
MH addresses. In the model presented so far the rout-
ing is performed in traditional IP forwarding until the
packets reach the aggregation cluster. The routing and
forwarding inside the cluster can be implemented in
two different ways.

In the Omni model (Figure 2) each AS in a given clus-
ter has enough information to send packet directly to
its destination. That means, each AS knows every di-
rect provider of each multi-homing edge network agg-
regated by the cluster. As a result, for each incoming
packet only one decision is made, i.e., the selection of
the direct provider’s network. Thus, when a packet enters
a cluster, the entry autonomous system simply match-
es a tunnel to it; a tunnel that ends at one of the direct
providers of the destination edge network. Later in the
direct provider’'s networks, the IP header which was
used for tunneling is removed, and the packet is forward-
ed using the original IP address.

Special case of the Omni model can be reinterpret-
ed as BGP Confederations [13]. In case of connected
cluster, i.e., when the autonomous systems inside the
same cluster are reachable through internal links, the
packets can be forwarded inside the cluster without
using any tunnel. This situation generally cannot be gua-
ranteed; however from business perspective, providers
may work together and deploy links among themselves.
The major gain of this solution is in avoiding tunnels
and so the encapsulation overhead; and the packets
inside the cluster can use their own destination address,
as these addresses are announced inside the cluster.

While in the Omni model each AS has sufficient infor-
mation about the multi-homed edge networks in its clus-
ter, in MH?T model (Multi-Homing with Hash Tables) this
information is reduced. The reduction is done by spread-
ing this information among the provider networks inside
the same cluster. A straightforward solution for this dist-
ribution is implementing distributed hash table (DHT).

3.2 Simulation Results

The goal for both multi-homing models was to reduce
the size of BGP routing tables by improving the add-
ress aggregation procedure. First, let us theoretically
estimate the reduction in the size of the routing.
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Path length differences 4. Conclusion

1.2 Omni In this paper first the consequences
1.0 MH’T of Rekhter’s Law is discussed, as the
key design principle of the future in-

0.8 ternet architectures.
0.6 In our understanding the law can
’ be interpreted as follows: removing
0.4 the structure from the address space
should be performed with special
0.2 care, otherwise a similar structure
0 in the control plane must be reimple-
sml medl med2 lrg isl mented. It is followed by a novel pro-
; posal on scalable multi-homing solu-

Figure 3.

Increase in the path lengths compared to the traditional
BGP path lengths normalized with the size of clusters.

In the Omni model, unfortunately, the effect of the pro-
posed aggregation model cannot be perceived in the
local routing table sizes. As a result, an autonomous
system participating in an aggregation cluster does not
have direct benefits of the aggregation of its own edge
networks, but all other autonomous systems outside the
cluster do so. Thus, on the whole the size of the routing
tables decreases; according to the actual configuration
routing tables with 70-80-90% less entries can be re-
ported. On the other hand, in the MH2T model creating
each cluster causes observable decrease in routing tab-
les. Unfortunately, there is some data needed to main-
tain the DHT, which obviously increases the number of
stored entries.

We have evaluated the performance of the propo-
sed models — here we only want to show the results
according to the average path length — using networks
with different cluster sizes. We denoted the networks as
sml, med1, med2, Irg and isl, where the cluster sizes
were 3, 5, 5, 10 and 5, respectively (they were genera-
ted using reference networks in [13]). Simulation results
were derived using bimodal traffic pattern.

The simulations showed that the average path length
increases for both of the introduced cluster-based mo-
dels. However, it never oversteps the diameter of the
cluster (Figure 3). Naturally, the paths observable when
using the MH2T model are longer than in case of the
Omni model. This observation is also conforming with
our expectations: the packets have to travel along the
DHT to collect all the information necessary to forward
them to their destination. It is important to reflect on
large path length difference, mainly in case of the /rg net-
work. In this case the cluster was rarely connected, i.e.,
packets had to enter and leave the same cluster seve-
ral times. These extra hops outside the cluster have huge
impact for path lengths.

We also tracked the effect of the cluster connectiv-
ity (Figure 4). According to the figure, increasing the clus-
ter connectivity the AS-level path stretch decreases ra-
pidly. This is because inside the cluster the packets
have to take shorter paths due to the dense inter-pro-
vider connectivity.
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tion, which is easy enough to configure to attract net-
work administrators. The method is based on clusters
that aggregate the multi-homing addresses of multiple
edge network. Two different models are introduced de-
scribing the inner behavior of the cluster; in the Omni
model where each AS knows every direct providers of
each multi-homing edge network aggregated by the clus-
ter, while in the MH2T model this information is stored
in a DHT.

While both models reduce the size of routing tables,
they increase the path lengths. In the simulation the ave-
rage path lengths for connected clusters vary about the
original path lengths (there is an approximately 20% dif-
ference of the size of the cluster). Note that when the to-
pology graph of cluster is not strongly connected, the
packets reaching the cluster may leave the cluster and
return at another AS, which cause longer paths and
extra costs for the providers. In our simulations in this
rarely connected case the path length increased app-
roximately 80% relative to the size of the cluster. Unfor-
tunately, not only the length of the paths grew, but also

Figure 4.

Increase in the path lengths compared

to the traditional BGP path lengths, when increasing the
cluster connectivity by adding links. The path lengths
are hops between AS’s, and the lengths are normalized
by the size of the cluster (for Irg it is 10).

Cluster Connectivity vs Path Length
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the load of the AS’s. The load increase may be a draw-
back for the providers, thus they may avoid participat-
ing in any cluster, or even if they participate they ad-
vertise longer paths in BGP advertisements.

Our future work is to develop methods for load bal-
ancing to deny uncooperative announcements.
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