
1. Bevezetés

Napjainkban az Internet elôretörésével a kommunikáció
egyre jelentôsebb része ezen a médiumon zajlik. A fej-
lôdésnek köszönhetôen azonban az Interneten hasz-
nált alkalmazások köre is jelentôsen kiterjedt. A hagyo-
mányosnak mondható szolgáltatások mellett (e-mail, web)
a felhasználók újabban (videó)telefonálásra, on-line já-
tékokra, sôt televíziózásra is használni kezdik.

Ezen alkalmazások azonban az Interneten megszo-
kott és jól kezelt elasztikus forgalommal szemben valós
idejû követelményeket támasztanak, amellyel egyre ne-
hezebb megbirkózni. A probléma oka az Internet Proto-
col (IP) alapvetô mûködési elvébôl, az úgynevezett
best effort (legjobb szándékú) hozzáállásból fakad. Mi-
vel a tervezés idején nem merülhetett fel a valós idejû
forgalom átvitelének szükségessége, az IP hálózatok
mind a mai napig kihívásokkal küzdenek a szolgáltatás
minôségének biztosítása (Quality of Service, QoS) terén.

Az egyik legfontosabb még ma is megoldatlan fela-
dat a valós idejû alkalmazások számára az esetlegesen
felmerülô meghibásodások gyors kezelése. Ezt a jelen-
legi IP hálózatok tipikusan valamilyen útvonalválasztó
protokoll (OSPF, ISIS) segítségével reaktív módon vég-
zik, a hiba létrejötte után felderítik a hálózat új topoló-
giáját és átkonfigurálják az útválasztókat. Természete-
sen ez a megoldás jelentôs idôt vehet igénybe, a valós
idejû alkalmazások által megkövetelt maximálisan 50-
100 ms-mal szemben a rendszer helyreállása könnyen
elérheti a másodperces, de speciális esetben akár a
perces nagyságrendet is [1].

A helyzet azonban sokszor még ennél is rosszabb
lehet. A jelenlegi hálózatokban ugyanis az IP szinten
látható, esetlegesen meghibásodó linkek/csomópontok
az esetek többségében rövid idô elteltével újra elérhe-
tôvé válnak [2] – ezt nevezzük tranziens hibának –, ez-
zel a hálózat újabb átkonfigurálását kiváltva, holott le-
het, hogy még az elôzô, a meghibásodás által kiváltott
átkonfigurálás sem fejezôdött be.

A következôkben elôször a megoldást jelentô IP-ala-
pú gyors hibajavítás [3] (IP Fast ReRoute, IPFRR)  alap-
vetô tulajdonságait ismertetjük, majd a harmadik sza-
kaszban rátérünk az ezen technikák közül legígérete-
sebbnek tartott Not-via addresses [4] módszerre. A Bu-
dapesti Mûszaki és Gazdaságtudományi Egyetemen
készített Not-via tesztrendszerrel szerzett tapasztalatok
alapján [5] ismertetjük ezen módszer elônyeit és hibáit,
valamint az ezekre adott válaszunkat. A következô feje-
zetben az általunk végzett mérések eredményeit ismer-
tetjük, majd végül az utolsó részben összefoglaljuk az el-
mondottakakat.

2. A hibajavítás gyorsítása

Az elôzôekben áttekintettük a fôbb okokat, amelyek az
IP alapú hálózatok gyors hibajavítását szükségessé te-
szik. Ebben a fejezetben a gyors hibajavítás megvaló-
sításának alapelveit ismertetjük, melyek megvalósításá-
ra példát a következô fejezetben a Not-via addresses-
en keresztül mutatunk.

Az IP hálózatnak a meghibásodásokra történô las-
sú válasza az útvonalválasztásért felelôs módszerek
két alapvetô tulajdonságára vezethetôek vissza: a je-
lenlegi rendszerek a hibákat reaktívan kezelik és rájuk
globális választ adnak. 

A reaktív hibajavítás során a rendszer csak akkor kezd
el foglalkozni a hiba elkerülésének módjával, az útvá-
lasztók pedig csak azután kezdik az elkerülô utat kiszá-
molni, hogy a hiba létrejött. Az ezzel járó késleltetést
azonban mindenképpen el kell kerülni, ennek érdeké-
ben egy gyors hibajavító eljárás csak proaktív megkö-
zelítésû lehet. Proaktív módon persze korlátlan mennyi-
ségû, egyidejû meghibásodásra elôre felkészülni lehe-
tetlen, ezért az IPFRR módszerek tipikusan egyszerre
csak egy meghibásodó erôforrás esetén mûködnek, több
egyidejû meghibásodás esetén pedig hagyományos
megoldásokhoz fordulnak. 
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Bár az IP komoly fejlôdésen ment át, továbbra is hiányzik belôle a hálózatban fellépô hibák gyors elkerülésének módszere. 
Ezt a rést napjainkban az IP Fast Reroute (IPFRR) megoldások igyekeznek betölteni. 
Cikkünkben áttekintjük a gyors hibajavítás alapelveit, majd ezen elveket a „Not-via addresses”-en, a legnagyobb támogatással
rendelkezô módszeren keresztül szemléltetjük. Egy teljes értékû Not-via tesztrendszer tervezése és vizsgálata során szerzett 
tapasztalataink alapján bemutatjuk a módszer erényeit és hibáit, valamint megoldási javaslatunkat ezen hibák javítására.
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Ha egy erôforrás kiesése állandónak bizonyul, akkor
szintén a hagyományos megoldások kerülnek elôtérbe
és a hálózat az új topológia felderítése után átkonfigu-
rálja magát, felkészülve egy újabb meghibásodás gyors
javítására. Fontos megjegyezni, hogy az IPFRR mód-
szereknek ekkor is nagy hasznuk van, hiszen segítsé-
gükkel biztosítható, hogy a szolgáltatás egy pillanatra
se essen ki, hogy az átkonfigurálás alatt a csomagok
továbbra is zavartalanul továbbíthatóak legyenek.

Globális válasz esetén a teljes hálózat, vagy annak
egy jelentôs része részt vesz a hiba kijavításában. Mi-
vel azonban ez számottevô kommunikációt jelent, ami-
hez idôre van szükség, a globális válasz egy gyors hi-
bajavító módszer számára elfogadhatatlan. Az IPFRR
módszerek használata esetén tehát úgy kell megoldani,
hogy a meghibásodott erôforrást a csomagok elkerül-
jék, hogy a meghibásodás közvetlen szomszédjain kívül
más útválasztónak ne kelljen ismernie a meghibásodás
tényét. Ezt nevezzük lokális válasznak.

Az 1. ábra a fenti elveket szemlélteti egy meghibá-
sodott csomópont elkerülése során. Tételezzük fel, hogy
a linkek költségei olyanok, hogy a legrövidebb út S-bôl
D csomópontba az S-H-G-F-E-C-D útvonal, a csomagok
ezen kerülnek továbbításra. Ha az E csomópont elér-
hetetlenné válik, F csomópont (a meghibásodott erôfor-
rás szomszédja) gyors hibajavításba kezd és visszakül-
di a csomagot G csomópontnak. Mivel a hálózat gyors
hibajavítást alkalmaz, így G nem továbbítja ismét a cso-
magot F-nek, hanem H-nak küldi, aki szintén nem G, ha-
nem I irányába, a szaggatott nyilak által jelzett úton to-
vábbítja azt. Miután a csomag elkerülte a meghibáso-
dást, C csomóponttól folytathatja útját az eredeti útvo-
nalon.

Nagyon fontos kiemelni, hogy sem G, sem pedig a
javító úton található, a hibával nem szomszédos többi
csomópont „nem tud” a meghibásodásról, ezen útvá-
lasztók állapota nem változik meg. Csupán az F és a C
csomópontokban módosul a csomagtovábbítás – ezek
az erôforrás közvetlen szomszédjai. Ha a meghibáso-
dás állandónak bizonyul (bizonyos ideig nem áll helyre
a kapcsolat), F és C elkezdi hirdetni a meghibásodás

tényét, ám addig – akár másodperceken át – az összes
csomag útja S-H-G-F-G-H-I-A-B-C-D lesz.

A fentiek alapján kitûnik, hogy az IP-alapú gyors hi-
bajavító módszerek talán legfontosabb kérdése, hogy
hogyan lehet ezt a fajta lokális átirányítást megvalósí-
tani tisztán IP hálózat felett. Erre a kérdésre alapvetô-
en kétféle válasz adható: a megoldások az elkerülô úton
haladó csomagot vagy explicite megjelölik, vagy implici-
te valahogyan következtetnek arra, hogy a csomag el-
kerülô úton van.

A csomag megjelölése többféleképpen történhet. Le-
hetséges a már meglévô fejlécbe elhelyezni a jelölést,
amihez tipikusan a ToS (Type of Service) mezô bitjei jö-
hetnek számításba [8]. A gyakorlatban azonban a bitek
az IP fejlécben túl értékesek, így más módszerek elter-
jedése a valószínûbb. Könnyebben megvalósíthatóak
azok a csomagokat megjelölô megoldások, amelyek
nem a már meglévô bitek közül igyekeznek lefoglalni,
hanem tulajdonképpen új biteket „vezetnek be” [4]. 

Bár elôször úgy tûnhet, hogy az IP fejléc kiterjeszté-
se nem lehetséges, a valóságban IP-in-IP alagutazás-
sal és az ezzel járó új fejléccel ez a feladat megvalósít-
ható. A külsô IP fejléc célcíme – az a mezô, amit a cso-
magtovábbításkor az útválasztók amúgy is figyelembe
vesznek – az egyik legalkalmasabb hely a meghibáso-
dások jelölésére. A gyakorlatban egy, a többi címtôl jól
elkülönülô javító címteret definiálnak és az ebbe esô
célcímmel rendelkezô csomagokra speciális helyzetük-
nek megfelelô továbbítási táblabeli bejegyzések vonat-
koznak. Miután pedig a csomag sikeresen elkerülte a
meghibásodást, a csomagot az alagútból egy, az ere-
deti továbbítási úton a meghibásodott eszköz utáni
útválasztó veszi ki.

Természetesen felmerülhet, hogy mivel az IP címek
napjainkban egyre értékesebbek, ezért egyre nehezebb
szabad címhez jutni, komoly problémának tûnik a javí-
táshoz szükséges elkülönülô címtér biztosítása. Való-
jában azonban – mivel az IPFRR módszerek tipikusan
adott autonóm rendszeren (Autonomous System) belül
mûködnek – erre a célra a privát címtartományba esô
(192.168.0.0/16, 10.0.0.0/8) címek is felhasználhatóak.
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1. ábra
Gyors hibajavítás
szemléltetése. 

Az egyszerû nyilak
a normál 
továbbítás, 
a szaggatottak 
a gyors hibajavítás
irányait jelölik.



Lehetôség van teljesen elkerülni a csomagok expli-
cit megjelölését [1]. Ezen megoldások lényege, hogy a
nem megszokott irányból (interfészen) érkezô csomag
érkezési irányából is következtetni lehet a meghibáso-
dás helyére, azaz itt a jelölést a bejövô interfész adja.
Ezen módszerek azonban bizonyos korlátokkal rendel-
keznek; az ilyen megoldást használó rendszerekben
többszörös hibák esetén szükségszerûen továbbítási
hurkok alakulhatnak ki, ha a csomagok a meghibáso-
dás nélküli hálózatban a legrövidebb utakat követik [7].

3. Not-via addresses

Az elôzôekben ismertetésre kerültek az IP alapú gyors
hibajavító módszerek alapvetô tulajdonságai. Ebben a
szakaszban a Not-via addresses nevû IPFRR megoldá-
son keresztül bemutatjuk ezen elvek egy lehetséges
gyakorlati megvalósítását. Választásunk azért esett épp
erre a módszerre, mivel jelenleg kétségtelenül a legna-
gyobb ipari valamint IETF támogatás a Not-via addres-
ses mögött áll. A megoldásról részletesebb leírás [4]-ben
található.

A Not-via addresses a lokálisan átirányított csoma-
gokat alagutazás segítségével megjelelô módszerek
közé tartozik. Elkerüléskor a speciális címtér egy eleme,
mely a külsô IP fejléc célcíme, egyszerre jelöli az alag-
út végpontját és az elkerülendô csomópontot – innen a
megoldás neve. Az 1. ábra hálózatában az F által átirá-
nyított csomag célcímének jelentése „C not via E”, azaz
„juttasd el C-be, de E-t nem érintve”. 

Ezen a példán megfigyelhetô a Not-via másik alap-
vetô tulajdonsága: mivel nem lehet eldönteni, hogy a
kapcsolat a link vagy a csomópont meghibásodása miatt
szûnt meg, a módszer, ha teheti, mindig csomóponthi-
bát feltételez, amivel persze akkor is célt ér, ha csak a
link szakadt meg.

Az alagút végpontja Not-via-ban az úgynevezett next-
next hop (NNH), azaz a meghibásodott elemet követô
csomópont, hiszen a NNH várhatóan ép és közelebb
van a célhoz, mint az alagút kezdôpontja. Abban az
esetben, ha a next-next hop mégsem elérhetô, vagy ha
az alagútban lévô csomag továbbítása egy újabb meg-
hibásodás miatt valahol nem lehetséges, a Not-via add-
resses nem végez ismételt hibajavítást, hanem eldobja
a csomagot, így akadályozva meg egy esetleges továb-
bítási hurok kialakulását.

A hibára való proaktív felkészülés módszere igen egy-
szerû: az ép hálózaton érvényes útvonalak mellett az
egyes csomópontok elhagyásával adódó gráfokon is
rendre kiszámítjuk a legrövidebb utakat.

Bár a fenti alapelvek igen jól alkalmazhatóak, teszt-
rendszerünk elkészítése során mégis számos komoly
problémával találkoztunk. Ezek közül a legfontosabb,
hogy a Not-via addresses számos extra IP címet köve-
tel, melyek menedzselése, terjesztése a hálózatban nem
megoldott. Az IP címek nagy száma arra vezethetô visz-
sza, hogy ezek a címek nem csak egy cél csomópontot
jelölnek, hanem egyben magukban hordozzák azt az

információt is, hogy melyik csomópont hibásodott meg.
Ez az információ pedig azt jelenti, hogy a szükséges cí-
mek száma már pont-pont hálózatok esetén is igen
nagyra nôhet. Ha a hálózatban LAN is található, akkor a
szükséges hibajavító címek száma a LAN-ban szereplô
csomópontok számával négyzetesen skálázódik.

A másik fontos hiányosság, hogy számos legrövi-
debb út számításra van szükség. Bár bizonyos heurisz-
tikák használatával ezek száma pár tucatra csökkent-
hetô, azonban ez még mindig jelentôs sebességcsök-
kenést jelent a jelenlegi egyetlen legrövidebb út számí-
táshoz képest. 

Ezen kívül a gyakorlati implementáció során sajnos
kiderült, hogy bár az alapelvek igen egyszerûnek tûn-
nek, a valóságban számos speciális esetet kell figye-
lembe venni [6], melyek mind a fejlesztést, mind a már
elkészült rendszerben esetleg szükséges hibakeresést
jelentôsen megnehezítik.

Mivel úgy véljük, hogy ezek a hátrányok jelentôs sze-
repet játszanak abban, hogy a Not-via addresses és
vele együtt az IP alapú gyors hibajavítás elterjedése to-
vábbra is várat magára, a Budapesti Mûszaki és Gaz-
daságtudományi Egyetemen elkészítettük az eredeti
megoldás egy módosítását is. Lightweight Not-via [6]
algoritmusunk ahelyett, hogy számos legrövidebb út szá-
mítást végezne, úgynevezett maximálisan redundáns fá-
kat [9] keres a hálózat minden csomópontjához, mint
célhoz és meghibásodás esetén ezeket használja. 

Ezzel a módszerrel egyrészt a számítási komplexi-
tást lecsökkentettük annyira, hogy megoldásunk számí-
tási komplexitását a legrövidebb út számításhoz hasz-
nált Dijksta-algoritmus dominálja, ám ennél fontosabb,
hogy megoldásunknak legfeljebb csak három IP címre
van szüksége csomópontonként. Továbbá, bár már cso-
mópontonként három cím is lineáris skálázódást tesz le-
hetôvé, a legtöbb mai IP hálózatban egyáltalán nincs
szükség Lightweight Not-via alkalmazása esetén plusz
IP címre. Megoldásunk részletes ismertetésére terjedel-
mi korlátok miatt nincs lehetôség, ez [6]-ban található
meg.

4. Teljesítményvizsgálat

Úgy véljük, hogy az IPFRR módszerek elterjedésének
manapság nem technológiai, hanem bizonyos prakti-
kus megfontolások szabnak gátat. Ennek bizonyításá-
ra elkészítettünk egy tesztrendszert, amely a Not-via
addresses, illetve Lightweight Not-via addresses IPFRR
módszer segítségével a gyakorlatban is mûködô gyors
hibajavításra képes.

A prototípus rendszerben GNU/Linux-ot futtató PC-
alapú útválasztókat használtunk. Az útválasztók az IP
hálózatokban megszokott Open Shortest Path First pro-
tokoll (OSPF) segítségével mérik fel a topológiát, a szom-
szédok között, a kapcsolat esetleges megszakadásá-
nak jelzését pedig Bidirectional Forwarding Detection
(BFD) valósítja meg. Részletes leírás a tesztrendszer fel-
építésérôl [5]-ben olvasható.
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Tapasztalataink megerôsítették, hogy az IP-alapú
gyors hibajavítás valóban igen gyors hibaelkerülésre
képes. Tesztrendszerünkben a hibajavítás ideje soha
nem volt nagyobb, mint 18,5 ms, míg a hagyományos
OSPF alkalmazásakor ez az érték a körülményektôl füg-
gôen 120 ms és pár másodperc között változott.

Igen fontos kérdés Not-via használata esetén a cím-
menedzsment és a szükséges számítási komplexitás.
Azért, hogy ezeket vizsgálhassuk, teszthálózatunkba
mesterségesen néhány jól ismert topológia alapján
Link State Advertistment (LSA) csomagokat juttattunk,
ezzel szimulálva a kérdéses hálózatot. Hogy a LAN-ok
hatását figyelembe vehessük a mérések során feltéte-
leztük, hogy a topológia minden 5. csomópontja egy
LAN-t jelképez.

A 2. és 3. ábrán az egyes módszerek által nyújtott
teljesítmények láthatóak. Megfigyelhetô, hogy a Light-
weight Not-via mind a szükséges IP címek, mint a komp-
lexitás terén jelentôs elônnyel rendelkezik. Észrevehe-
tô továbbá, hogy módszerünk számítási komplexitása a
jelenlegi, elkerülô útvonalat nem számító routerek telje-
sítményéhez mérhetô, azaz körülbelül 100 ms-os nagy-
ságrendû.

5. Összefoglalás

Az IP alapú gyors hibajavítás az egyik utolsó hiányzó
technológia ahhoz, hogy az IP protokoll teljes mérték-
ben képessé váljon megfelelni modern korunk kihívá-
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3. ábra  
Az útvonalak 
kiszámításának és 
a továbbítási táblák 
feltöltésének ideje 

(zárójelben a topológia 
csomópontjainak száma)

2. ábra  
Hibajavításhoz szükséges 
IP címek száma

(zárójelben a topológia 
csomópontjainak száma)



sainak. Cikkünkben bemutattuk a gyors hibajavítás szük-
ségességének okait, valamint a lehetséges megoldá-
sok alapelveit. 

A gyors hibajavítás elveinek szemléltetését a jelen-
leg legígéretesebbnek tartott Not-via addresses mód-
szeren keresztül szemléltettük, majd ismertettük a meg-
oldást megvalósító prototípus rendszer tervezésekor,
valamint a rendszerrel végzett mérésekkor tapasztalt
tulajdonságait. Javasoltunk egy módosított megoldást,
amely az eredeti algoritmus számos hiányosságát ké-
pes kiküszöbölni és mely, úgy hisszük, képes lehet arra,
hogy a hálózati operátorokat az IPFRR módszerek hasz-
nálatára rábírja.
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