
1. Bevezetés

Meglehetôsen sok valós jelenség tárgyalható úgy, hogy
hullámtermészetet tulajdonítunk neki. Ilyenek a rádió-
hullámok, a látható fény, a gammasugárzás stb. A tiszta
hullámtulajdonság azt jelenti, hogy a rendszer elemei-
nek állapota folyamatosan változik, de meghatározott idô-
intervallumonként ugyanabba az állapotba kerül. A hul-
lámtermészetnek megfelelô viselkedés folytonos függ-
vényeket tartalmazó differenciálegyenletekkel írható le. 

E tárgykörben alapvetô fontosságú a 2. szakaszban
bemutatásra kerülô Helmholtz-egyenlet. Az egyenlet egy
adott idôpillanatra vonatkozóan összefüggést ad meg a
tér bizonyos pontjában a függvény értéke és annak vál-
tozása (talán még pontosabban: változásának a válto-
zása) között. Az egyenlet megoldása azt mondja meg,
hogy bizonyos peremfeltételek esetén a térben hol mek-
kora lesz a hullámfüggvény értéke. Ha tudjuk a tér vizs-
gált tartományának egyes pontjaiban a hullámfüggvény
értékeit, valamint a határfeltételeket, akkor a hulláme-
gyenlet meghatározza a határon belüli állapotokat. Egy
lehetséges határfeltétel a Sommerfeld-féle, mely azt rög-
zíti, hogy a vizsgált zárt tartományba nem jön kívülrôl
sugárzás.

Mivel kivitelezhetô analitikus megoldás nem lehet-
séges, ezért marad a numerikus megoldás lehetôsége.
A tárgyalt numerikus módszer sok ismeretlenes lineá-
ris egyenletrendszert eredményez, melynek mátrixa –
ennek megfelelôen – nagy, de ritka, speciálisan ötátlós,
mely kihasználható a gyakorlati alkalmazásra szánt szá-
mítógépes megoldó programban. Mivel az operatív tár
kezelése nagyságrendekkel gyorsabb, mint a háttértá-
raké, ezért a számítási gyorsaság szempontjából alap-
vetô, hogy minél több térinformációt a memóriában he-
lyezzünk el. Ily módon a számítandó tér nagysága, és
a téradatok memóriában történô tömörebb ábrázolásá-
nak bonyolultsága között kell ideális optimumot találni
a leghatékonyabb megoldáshoz. Ennek fokozatait ele-
mezzük a 3. szakaszban. A gyakorlati megoldást tekint-

ve, az elkészített számítógépes megoldó programmal
szemben állított alapvetô követelmény, hogy belátható,
elviselhetô idôn belül szolgáltasson eredményt. Nyilván
ez az idô szoros összefüggésben van a végrehajtandó
mûveletek számával. A következô szakaszban megvizs-
gáljuk a futásidô csökkentésének módjait, majd az 5.
szakasz a hullámtér résztartományokra bontásának elô-
nyeit tárgyalja. Amennyiben a hardver és természete-
sen az operációs rendszer támogatja a párhuzamos fel-
adat-végrehajtást, akkor érdemes ezt kihasználni képes
algoritmust készíteni a feladat megoldásához, mellyel
kapcsolatos ismeretekrôl az utolsó szakaszban lesz szó.

2. A modell

2.1. A folytonos modell
A hullámfüggvény egy hullámtulajdonsággal rendel-

kezô komplex értékû folytonos függvény [1], mely a mos-
tani tárgyalásunkban téglalap alakú tartományon van
értelmezve. A hullámtér-állapotot a Helmholtz-egyenlet
szolgáltatja, melynek változója a hullámfüggvény. Ha a
végtelen tér egy véges tartományát vizsgáljuk (mert gya-
korlatilag csak ez lehetséges), akkor a határt úgy kell
kezelnünk, hogy ne módosítsa a tényleges hullámteret
a határolt tartományon [2]. Ezt a határvonal pontjaira meg-
fogalmazott határfeltétellel igyekszünk biztosítani. Egy
lehetséges ilyen elôírás a Sommerfeld-féle határfeltétel
[3]. Ahhoz, hogy a hullámegyenletet és a határfeltételt ki-
elégítô hullámfüggvényt meghatározzuk az adott tarto-
mányon, szükséges megadni magát a függvény értékét
a tartomány bizonyos pontjaiban.

2.2. A diszkrét modell
A vizsgált téren értelmezett folytonos hullámfüggvény

meghatározása numerikus módszerekkel csak valami-
lyen közelítéssel lehetséges [4]. Azt várjuk el, hogy a tar-
tomány bizonyos diszkrét pontjaiban a függvény értéke
egyezzen meg a folytonos modell szerinti hullámfügg-
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vény-értékekkel. Nyilván minél sûrûbb a tartományon ez
az értékmeghatározás, annál pontosabb a diszkrét mo-
dell. Praktikusan egyenközû rács-lefedést alkalmazunk
a hatékony számítástechnikai megoldás érdekében.

Mivel csak a rácspontokhoz tartozó függvényértékek-
kel operálhatunk, ezért a hullámegyenletben és a ha-
tárfeltételben szereplô differenciálok közelítését is ezek
felhasználásával határozzuk meg. Tekintsünk az alábbi-
akban egy-egy példát a három különbözô rácspont-tí-
pusra [5]. A p és q koordináták a rácspont azonosításá-
ra szolgálnak a lefedô rácsban.

A tartomány belsejében:

1. ábra  
A tartomány belsô pontja

A tartomány peremén (kivéve a sarkokat):

2. ábra  
Egy keleti perempont

A tartomány sarkain:

3. ábra  
A dél-keleti sarokpont

Minden rácspontra egy egyenlet írható fel. Az ösz-
szes egyenlet egy komplex együtthatós lineáris egyen-
letrendszert alkot, melynek ismeretlenjei a rácspontok
hullámfüggvény értékei. Ha valamely rácspontban, vagy
rácspontokban ismerjük a függvény értékét, így lehet
ez például adott hullámforrás esetén, akkor az egyenlet-
rendszer megoldásával megkapjuk a többi rácsponthoz
tartozó értéket is.

3. Optimális tárolás a memóriában

A numerikus matematikai modell tehát egy e-
gyenletekbôl álló rendszert eredményez, mely-
nek lényegi része egy mátrix. Ez nem más, mint
komplex számok táblázata, melynek kezelésé-
re régóta fejlett programozási eszközök állnak
rendelkezésre. 

Ezen mátrixon végzett mûveletekkel kapjuk
meg a megoldást. A mûveletek elvégzéséhez be
kell tölteni a mátrixot a memóriába. Az elv egy-
szerû, azonban viszonylag kis hullámtér esetén

is szembesülünk azzal a problémával, hogy túl nagy a
mátrix mérete a rendelkezésre álló memóriakapacitás-
hoz képest. Mit lehet tenni? 

Megfelelô sorrendben írva az egyenleteket, a 4. ábrá-
nak megfelelô mátrix keletkezik, ahol a fehér négyzetek
zérustól különbözô, míg a feketék zérus értékeket jelen-
tenek. Az ábra egy meglehetôsen kis méretû modellt ér-
zékeltet, ahol a lefedô rács 5x5-ös.

4 .ábra  
Az egyenlet
mátr ixának
klasszikus 
ábrázolási
módja

Az érdemi információt nyilván a nem zérus elemek
hordozzák, így mondhatjuk azt, hogy ezeket tároljuk, a
többit nem, azok zérusok. Az elsô szakaszban bemuta-
tott modell egy speciális mátrixot eredményez: öt átlós
sorban és az utolsó oszlopban lehetnek zérustól külön-
bözô értékek, és ez tényleg elenyészô része a teljes mát-
rixnak. Azonban gondolni kell arra is, hogy az átmeneti
számítási értékeknek is helyet kell biztosítani a kiindu-
lási értékek mellett. 

Ebbôl a megfontolásból külön tárolva az utolsó osz-
lopot és a két alsó értékes átlót, az 5. ábrának megfe-
lelô struktúrára transzformálhatjuk a 4. ábra szerinti mát-
rixot.

5. ábra  
A mátr ix 
egy részének
optimál is 
tárolási módja

Ez jelentôs tártakarékosságot jelent. A 6. ábra egy
n x n -es lefedô rács esetén mutatja a takarékosabb táro-
lási méret arányát az eredetihez képest.

6. ábra  
Takarékosabb tárolási méret viszonya az eredetihez
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A 7. ábra a takarékosabb tárolási mód esetén, n x n -
es lefedô rácsot feltételezve érzékelteti a tényleges ope-
ratív tárigényt GByte-ban. Látható, hogy nagyobb n ese-
tén ez gyakorlatilag teljesíthetetlen.

7. ábra  Tárigény optimális tárolási mód esetén

4. A futásidô

A 3. szakaszban tárgyalt operatív tárkapacitással kap-
csolatos problémára jó megoldásnak tûnhet a RAM ki-
terjesztése a háttértár virtuális memóriakezelésével, hi-
szen könnyedén biztosítható a merevlemezek a memó-
riánál nagyságrendekkel nagyobb tármérete. Azonban
egyszerû mérésekkel is igazolható, hogy ha
csak a minimális adatot és mûveleti tárterü-
letet igyekszünk biztosítani a RAM-ban (pél-
dául extrém esetben a 4. ábra szerinti öt nem
zérus átló vektorát) és eközben rászorulunk a
folyamatos háttértár-kezelésre, akkor remény-
telenül nagy számítási idôk jelentkeznek, hi-
szen a merevlemez írási-olvasási ideje nagy-
ságrendekkel nagyobb, mint az átlagos me-
móriamûveleté. Persze nem kell ezért telje-
sen elvetni a háttértár bevonását, úgy kell meg-
határozni a szerepét, hogy ne hátráltassa, ne
várakoztassa a memóriában zajló folyamato-
kat. Erre látunk majd megoldást az 5.3 sza-
kaszban.

A futásidô és a szükséges mûveletszám
k özött szoros összefüggés van, a szorzó fak-
tort az igénybevett számítógép paramétere
(alapvetôen a processzor gyorsasága) hatá-
rozza meg. A mátrix speciális voltát kihasznál-
va, a fölösleges mûveletek kiküszöbölésével
lényeges idômegtakarítás érhetô el. A 8. ábra
a teljes mátrixú általános megoldás mûvelet-
igényéhez viszonyítja a specialitást kihasz-
náló szükséges mûveletigényt. Látható, hogy
kombinatorikus robbanáshoz vezetne, ha nem
élnénk ezzel a lehetôséggel.

A szükségesre szorítkozó tényleges mû-
veletigényt a 9. ábra érzékelteti. Ez gyakor-
latilag azt jelenti, hogy a skála elején lévô n-
ekre is – átlagos asztali számítógépet tekint-
ve – napokat vehet igénybe a program futása,

a rácspontok számát növelve azonban egyre használ-
hatatlanabbá válik a programunk a hosszú megoldási
idô miatt.

5. A tartomány felosztása

A hullámtér résztartományokra osztásával
– talán meglepô módon – mind az igényelt
memóriakapacitás, mind a szükséges mûve-
letigény jelentôs csökkentése érhetô el. Az
egyes résztartományokon a számítások kü-
lön-külön végezhetôk, de természetesen biz-
tosítani kell, hogy a szomszédosak a hullám-
terjedési információkat egymásnak átadják.
Ezen okból a tartományokon végzett számí-
tások sorrendjét a hullámterjedés határozza
meg.

A 10. ábra szemlélteti az m résztartomány összes
adatának az osztatlan tartomány adatmennyiségéhez vi-
szonyított arányát. Látható, hogy felosztással, az összes
térinformációt egyidejûleg a memóriában tartva is je-
lentôs megtakarítás érhetô el, természetesen a betöltött
résztartományok arányában ez a kapacitásszükséglet
tovább csökkenthetô.
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8. ábra  
A redukált mûveletszám és az eredeti aránya

9. ábra  A redukált mûveletigény



10. ábra  
Résztartományokra bontásos és az osztatlan 
kapacitásszükséglet aránya

6. Párhuzamos feladatvégrehajtás

6.1 Kihasználatlan számítási kapacitás
A közelmúltig elsôsorban a processzorok órajelének

folyamatos növelésével javították a számítógépek szá-
mítási teljesítményét, majd manapság már – döntôen a
termelôdô hô okozta problémák miatt – inkább a mûve-
letvégzô egységek: magok, processzorok számának több-
szörözésével kívánják a hatékonyságot fokozni. Azon-
ban mit sem ér a fejlett hardver és operációs rendszer, ha
a problémamegoldó algoritmus nem tudja kihasználni
ezeket. 

A 11. ábra egy szekvenciális algoritmusú program fu-
tását mutatja egy kétprocesszoros, processzoronkénti 8
magos számítógépen.

6.2. Szuperpozíció
Ha a hullámtér több forrást tartalmaz, akkor az egyes

források által keltett hullámtér külön-külön, a többiektôl

függetlenül számítható, majd az eredmények
– mint komplex számtáblázatok – összea-
dódnak, jelentését tekintve a keltett hatások
egymásra rakódnak. 

A forrásonkénti számításigényt a 12. ábra
szemlélteti. Látható, hogy a lefedô rács mé-
retét meghatározó n növelésével bekövetke-
zô mûveletigény-növekedést le lehet szoríta-
ni a résztartományok m számának növelésé-
vel.

6.3. Virtuális memória használata
A 4. szakaszban vázoltuk a virtuális me-

mória használatának problematikáját. Az 5.
és 6.2 szakasz alapján elérhetô, hogy rész-

tartományokra osztással, illetve a különbözô források
független számításával a memóriába töltött feladategy-
ségek megoldási ideje összemérhetô a háttértár kezelé-
si idejével. Ekkor célszerû külön végrehajtó szálat biz-
tosítani a háttértár és memória közti adattöltés céljára,
míg a többi szálon elindított részfeladat számítása foly-
hat. Természetesen szükség van egy figyelô-ütemezô
vezérlô modulra, mely az egyes résztartományi megol-
dókat elindítja, ha rendelkezésre állnak a neki szüksé-
ges adatok, illetve bekéri a résztartományi alapadatokat
a háttértárról.

6.4. Résztartományok párhuzamos számítása
Az 5., 6.1., valamint 6.3. pontokban tárgyaltak sze-

rint résztartományi számítások és adattöltôs feladatok
oszthatók ki egyidejûleg a különbözô processzormagok-
ra. Nem igaz az azonban, hogy a teljes futásidô osztó-
dik a magok számával, valójában ennél a hányadosnál
nagyobb, az egyszálú megoldás idejénél pedig kisebb-
re kell számítani. A teljes megoldási idô függ az eddig
tárgyalt összes paramétertôl, beleértve még a források
elhelyezkedését is. Általánosan csak az elôzô – számí-
tási idôre vonatkozó – alsó és felsô korlát mondható ki.
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11. ábra  Kihasználatlan processzorkapacitás



A 13. ábra egy 200x200-as ráccsal lefedett, három
forrással rendelkezô hullámtér megoldásának intenzi-
tását szemlélteti. Egy átlagosnak tekinthetô (négyma-
gos) asztali számítógépen, párhuzamosítás nélkül, osz-
tatlan tartománnyal a megoldási idô 97 másodperc (vé-
dett kódú programmal).

Ugyanezen tér megoldása három résztartományra
bontással, párhuzamosítás nélkül 19 másodperc. A rész-
tartományok határait a 14. ábra érzékelteti. Csak külön
az elsô résztartomány számítási ideje a benne lévô for-
rásra szorítkozva 3 másodperc (párhuzamosítás nélkül).
A teljes tér számítása párhuzamosítással 12 másod-
perc.

7. Összefoglalás

Az iteratív számítási módszerek nagy elônye
az általános direkt módszerrel szemben a
jóval gyorsabb végrehajtás, azonban specia-
litások kihasználásával a direkt módszer is
hatékonyabbá tehetô, mint azt ebben a cikk-
ben is láttuk. Ez a modell is, – mint általá-
ban minden modell – számos hibával terhelt,
nyilván közelítô megoldást szolgáltat. A 3-6.
szakasz megfontolásai érzékeltetik a meg-
oldáshoz szükséges belsô ábrázolásmód,
a résztartományokra bontás és a párhuza-
mosíthatóság jelentôségét, figyelembevé-
telükkel kialakítható az optimális módszer. 

Bár a koncepció és az összefüggések azt sugallják,
hogy a minél tömörebb tárolással és a még több tarto-
mányra osztással nô a hatékonyság, sajnos ezek elôny-
telen hatást eredményezhetnek, így a megoldás hûség-
romlását is. Ezzel együtt sok esetben, bizonyos paramé-
ter-határok között jól alkalmazhatók az e cikkben tárgyalt
technikák.
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13. ábra  
Megoldás 
osztatlan 
tartományon

14. ábra  
Megoldás 
rész-
tartományokra 
bontással

12. ábra  
Forrásonkénti számításigény m é s n függvényeként
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A Cisco olyan továbbfejlesztett
funkciókat mutatott be adatköz-
ponti termékportfóliójához, ame-
lyekkel hatékonyabb adatvéde-

lem és nagyobb hibatûrés érhetô el, továbbá csök-
kenthetô a tárolóhálózatok (SAN-ok) költsége és ösz-
szetettsége. A fejlesztések a Cisco MDS 9000 soro-
zatra terjednek ki:

– gyorsabb nagy távolságú adatforgalom: 
Cisco XRC Acceleration

– adatközpontok közötti adatbiztonság: 
Cisco TrustSec Fibre Channel Link Encryption

– gyorsabb biztonsági mentések és adat-visszaállítás:
Cisco Input/Output (I/O) Accelerator

– nagyméretû tárolóhálózatok kezelése: 
Cisco SAN Fabric Manager

Az új funkciókkal az IBM System z nagygépes táro-
lókörnyezetet, valamint nyílt rendszerû SAN-okat hasz-
náló ügyfelek nagyobb távolságokon is fokozott bizton-
ságot és gyorsabb adatforgalmat érhetnek el. Az új meg-
oldás illeszkedik a Cisco Data Center 3.0 stratégiájá-
ba, amelynek révén a változó üzleti igényekre gyorsan
reagáló, új generációs adatközpontok építhetôk ki.

A Cisco közzétette a skóciai
Aberdeenben, valamint a ka-
liforniai San Joséban folyta-
tott HealthPresence program
eredményeit, amelyekbôl ki-
derül, hogy a betegek 90%-a
elégedett a programban al-
kalmazott távorvoslási szol-
gáltatással és másoknak is
ajánlaná azt. 

A Cisco HealthPresence egy olyan betegellátási mo-
dell, ahol az orvos és betege különbözô – egymástól
akár több ezer kilométerre található – helyszínen tar-
tózkodik. A konzultációra egy valósághû találkozást
idézô videokonferencia keretében kerül sor, miközben
az orvos – a HealthPresence-hez kapcsolódó távdi-
agnosztikai eszközök (sztetoszkóp, vérnyomásmérô,
pulzoximéter) segítségével – valós idejû információ-
kat, adatokat kap a páciens állapotáról. A Cisco meg-
oldásával az egészségügyi szolgáltatók hatékonyabb
módon nyújthatnak szolgáltatásokat a sok esetben szû-
kös klinikai erôforrások optimális felhasználása révén
olyan betegeknek is, akik a földrajzi távolság miatt
ezeket egyébként nem vehetnék igénybe. Az egysé-
get egy orvosi eszközök kezelésében jártas személy
mûködtetheti, aki a valós idejû kapcsolat segítségé-
vel a központban dolgozó orvos instrukció alapján ke-
zeli a mûszereket. 

A Cisco a dolgozók és orvosok pozitív visszajelzé-
seit követôen a cég valamennyi USA-beli irodájára ki
szeretné terjeszteni a szolgáltatást.  

Az iGO My way 2009 iPhone-ra kifej-
lesztett navigációs megoldásának ver-
ziói már elérhetôk az iTunes webolda-
lon. A legfrissebb Navteq és Top-Map
térképeket kínáló Észak-Amerika, Nyu-
gat-Európa és Európa csomagok az

iTunes & AppStore oldalon vásárolhatók meg. A ter-
mék ára magába foglalja a 2010 végéig ingyenes,
negyedéves térképfrissítéseket is. A Nav N Go ezzel
az elsôk között kínál valósághû, 3D-s, turn-by-turn na-
vigációt az Apple népszerû telefonjára. 

A magyar fejlesztôcég a nemrégiben bemutatott, iGO
amigo szoftverét dolgozta át az iPhone-os alkalmazás-
ra, így a felhasználók egy igazán egyszerû kezelôfe-
lülettel és menüvel rendelkezô programot használ-
hatnak, az iPhone-on már megszokott funkciók integ-
rálásával és trendi képi megjelenítéssel. Az alkalma-
zás az egyetlen olyan, iPhone-ra fejlesztett navigációs
szoftver, amely a 3D-s épületmodellek és nevezetes-
ségek mellett 3D-s domborzati térképeket és tereptár-
gyakat is kínál, így nyújtva még valósághûbb látványt
a navigációs képernyôn.

Tekintettel arra, hogy a térképek tárolása a készü-
léken történik, a felhasználókat nem érinti a mobilhá-
lózat lefedettsége. A rendszeres és ingyenes térkép-
frissítések révén ugyanakkor mindig a legfrissebb
térképekhez juthatnak, így tökéletes felhasználói él-
ményben részesülhetnek. Ez azt jelenti, hogy nincs
többé fehér folt még a legtávolabbi helyeken sem, és
ami még fontosabb, nincsenek havi díjak vagy rejtett
adatátviteli költségek. 

Az iGO My way 2009 Európa szoftver 40 ország, köz-
tük Magyarország részletes térképét tartalmazza és
29 nyelven kínál hangnavigációt, beleértve cirill és
görög betûs nyelveket is. A Nyugat-Európa kiadásban
22 ország térképe szerepel, míg az Észak-Amerika ver-
zióban az Egyesült Államok és Kanada részletes tér-
képe érhetô el.

A funkciók teljes listája a www.igomyway.com hon-
lapon tekinthetô meg.
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