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1. Bevezetô

Az utóbbi évtizedekben az infokommunikációs hálóza-
tok elképesztô fejlôdésen mentek keresztül. A ‘80-as
évek végén még annak örülhettünk, ha a betárcsázós
internetkapcsolaton keresztül néhány száz bit/s sebes-
séggel el tudtunk küldeni egy szöveges üzenetet, ma
viszont már nagyfelbontású videóanyagokat nézhetünk
a telefonunkon utazás közben, több tízezerszeres átvi-
teli sebességek mellett. Ebben a cikkben elsôsorban
ennek a hihetetlen fejlôdésnek a különbözô lépéseit sze-
retnénk bemutatni. 

Az infokommunikációs hálózatokat elsôsorban terü-
leti kiterjedésük alapján és az ezzel összefüggô funkcióik
szerint szokták felosztani, hozzáférési-, metro-, illetve
gerinchálózatokra. A hozzáférési hálózat az a jellemzô-
en rosszul kihasznált része a hálózatnak, mely a felhasz-
nálókat csatlakoztatja a közvetlen (Internet-, telefon-, vagy
mûsorszétosztó) szolgáltatójukhoz. Ezt a részt, elsôsor-
ban a telefonhálózatokból átvett terminológia alapján,
elôfizetôi huroknak is nevezzük; a hagyományos réz-
hurok mellett ma már elterjedt az optikai vagy a vezeték-
nélküli helyi hurok kifejezések használata is. 

A nagyvárosi vagy „metro”-hálózat a hálózat közép-
sô része, ahol a hozzáférési hálózatok forgalmát a jobb
hálózatkihasználtság érdekében összefogják (aggregál-
ják), rendszerezik, rendezik és kapcsolják. Ezáltal a for-
galom egy részét a különbözô hozzáférési szegmensek
között, a többit pedig további metro-hálózatok felé irá-
nyítják (a gerinchálózaton keresztül). Végül a gerincháló-
zat az a szegmens, amely biztosítja az egymástól gyak-
ran igen távol esô metro-hálózatok és az azokra csatla-
koztatott felhasználók közti kommunikációt.  

Ennek a rendszerezésnek megfelelôen cikkünkben
elôbb bemutatjuk a különbözô hozzáférési és aggre-
gációs technológiákat, majd kitérünk a gerinchálózatok

fejlôdésének fontosabb lépéseire. A hálózati technoló-
giák bemutatásánál azonban nem lehet csak az átvite-
li megoldásokra korlátozódni, meg kell azt is vizsgálni,
hogyan tudjuk ezeket a hálózatokat karbantartani, me-
nedzselni, hogyan tudunk különbözô szolgáltatásokat
biztosítani felettük. 

Manapság nagyon divatos a hálózatok és szolgálta-
tások konvergenciájáról beszélni. A cikk utolsó részé-
ben ennek megfelelôen megpróbáljuk bemutatni a je-
lenlegi heterogén hálózati struktúra menedzselésének
és vezérlésének nehézségeit, valamint egyes, a szol-
gáltatások szempontjából technológia-független és ho-
mogenizált, konvergens hálózati architektúra kialakítá-
sára irányuló törekvéseket. 

2. Fejlôdési trendek a hozzáférésben

Az Internet születése a ‘60-as évek végére tehetô, ami-
kor kezdetben négy amerikai egyetem (UCLA, Stanford,
Santa Barbara és University of Utah) számítógépeit si-
került egy közös hálózatba kötni, az ARPANET projekt
keretében. A létrejött hálózat egyre népszerûbbé vált,
egyre több egyetem csatlakozott hozzá, habár a növe-
kedés mai szemmel nézve elég lassú volt; 15 év kellett
például ahhoz, hogy 1984-re a hálózat mérete elérje az
1000 számítógépet. Jelentôs változás ebben a dinami-
kában a ‘90-es évek elején vált érzékelhetôvé, amikor
a kezdeti tudományos ARPANET hálózatot, mely nagy-
részt egyetemi kutatóközpontok összekötését valósí-
totta meg, lassan felváltotta az otthoni elôfizetôk tízmil-
lióit kiszolgáló kereskedelmi célú Internet. 

Egyre több olyan szolgáltatás (kezdetben az e-mail,
a web, majd az internetes (video)telefónia, a fájlcseré-
lés és a „triple play” alkalmazások – hang-, internet- és
tv-átvitel) jelent meg, mely vonzóvá tette a technológiát
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nem csak a kutatók, hanem az átlagember számára is.
Ráadásul az emberek nem elégedtek meg az Internet
munkahelyi használatával, saját otthonukban is szeret-
tek volna hasonló szolgáltatásokat. Ezzel elkezdôdött
a hozzáférési technológiák versenye.

A hozzáférési hálózatok a technológia típusától füg-
gôen két nagy csoportba sorolhatóak: vezetékes, illetve
vezetéknélküli hozzáférési hálózatok. Egy vezetékes
hozzáférési hálózat kiépítésének legnagyobb költségét
nem maguk a kábelek, vagy a különbözô intelligens esz-
közök (modemek, kapcsolók stb.) jelentik, hanem a be-
fektetett munka (árkok ásása, falak fúrása, kábelek ve-
zetése). Kézenfekvô ötlet volt tehát, hogy a már meg-
lévô, az elôfizetôk otthonáig terjedô, különféle célokra
kialakított hálózatokat próbáljuk meg felhasználni az In-
ternethez való hozzáférésre is, így elkerülendô az új ká-
belek lefektetésével, föld- és kômûvesmunkával járó ki-
adásokat. Ilyen meglévô hálózatok például a telefon-,
az elektromos-, vagy a kábeltévé-hálózatok.

A vezetékes telefonhálózatok két fontos építôeleme
a „helyi hurok”, mely egy csavart réz érpáron keresztül
a végfelhasználókat köti össze a legközelebbi helyi kap-
csolóközponttal, és a törzshálózat, mely a kapcsolóköz-
pontokat összekötô – jellemzôen optikai – trönkökbôl te-
vôdik össze. Kezdetben a hálózat teljesen analóg volt,
ma viszont fokozatos az áttérés a digitális átvitelre, fô-
leg a törzshálózatban. A beszédátvitelre egy 4 kHz-es
beszédcsatornát használunk, a telefonközpontban elhe-
lyezett szûrô pedig csak az ebben a frekvenciasávban
kapott adatokat engedi át. Ennek megfelelôen a kez-
deti „betárcsázós” (dial-up) Internet szolgáltatáshoz is
csak ezt a korlátozott sávszélességet lehetett biztosíta-
ni. A szolgáltatáshoz szükség volt egy „modemre” (mo-
zaikszó a „modulator” és „demodulator” kifejezésekbôl),
mely a számítógép digitális adatait moduláció segítségé-
vel analóg jellé alakította (D/A konverzió), illetve a tele-
fonvezetéken érkezô analóg jelet visszirányba demo-
dulálta és digitális tartalomként továbbította a PC felé
(A/D konverzió). 

Az elsô modemet az ‘50-es években az amerikai lég-
védelem használta katonai adatok küldésére a telefon-
hálózaton keresztül. Az elsô kereskedelmi forgalomban
kapható modem 300 bit/s sebességû átvitelre volt ké-
pes (1962), a modemek fejlôdésével azonban a sebes-
ség jelentôsen megnövekedett, egészen 56,6 kbit/s-ig
(1990). Ezzel azonban el is értük a biztosítható felsô se-
bességhatárt, mely a szûk beszédcsatornának és az A/D–
D/A konverziók pontatlanságának (kvantálási zaj) volt
köszönhetô. 

A dial-up megoldáshoz képest jelentôs elôrelépést
jelentett az ISDN (Integrated Services Digital Network)
technológia megjelenése, mely végponttól végpontig di-
gitális átvitelt valósított meg. A beszédkódoló itt magá-
ba a telefonkészülékbe van beépítve, a szûk beszéd-
csatorna immár nem korlátozó tényezô, ezáltal pedig
jobb minôségû és nagyobb sebességû átvitelt lehet biz-
tosítani. Az ISDN-hozzáférésnek két lehetséges konfi-
gurációja volt leginkább használatos: az alapsebességû
hozzáférésnél (BRA – Basic Rate Access) 128 kbit/s-os,

míg a primer sebességû hozzáférésnél (PRA – Primary
Rate Access) akár 2 Mbit/s-os sebesség is elérhetô volt.

Habár az ezredfordulón az ISDN volt a legelterjed-
tebb internet-hozzáférési technológia, az újabb szolgál-
tatások egyre nagyobb sávszélességigényét nem tud-
ta kielégíteni, ezért már a ‘90-es évek végén megjelen-
nek, majd egyre jobban elterjedtek a különbözô DSL
(Digital Subsciber Line) megoldások [1]. A DSL szintén
a hagyományos telefonvezetékeket használja, kétoldali
szûrôk segítségével azonban szét tudják választani a be-
szédsávot és az ADSL forgalmat. Így lehetôvé válik az
elôfizetôi hurok teljes kapacitásának kihasználása és meg-
oldható a párhuzamos telefonálás és az internetezés. 

A legnépszerûbb DSL megoldás ma az ADSL (Aszim-
metrikus DSL), melyben az adatok letöltésére elkülöní-
tett sávszélesség jóval nagyobb a feltöltésekre szánt
sávszélességnél. Gyakorlatilag ez a kezdeti ADSL szab-
ványban (1999) lefelé irányban max. 8 Mbit/s, felfelé pe-
dig 1 Mbit/s-os sebességet jelentett, 3 km-es hatótávol-
ságon. Az ADSL2+ szabvány (2003) max. 16-24 Mbit/s-
os lefelé irányuló sebességet tesz lehetôvé, 1,5 km-es
hatótávolságon, a VDSL (Very-high-data-rate DSL) szab-
vány (2004) pedig 52 Mbit/s lefelé és 16 Mbit/s felfele
irányuló sebességet biztosít, mindezt azonban csak né-
hány száz méteres távolságon. Éppen ezért a VDSL tech-
nológiát leginkább optikai hálózatok forgalmának épü-
leteken belüli kiterjesztésére javasolják, mivel a szüksé-
ges számos hajlítás miatt a fényvezetô szál ilyen környe-
zetben elônytelen. 

Az aszimmetrikus jellegû webforgalomra optimalizált
hozzáférési technológiák mellett azonban fokozatosan
megjelentek a szimmetrikus megoldások is, melyek job-
ban alkalmazkodnak a videotelefónia vagy a fájlcserélô
alkalmazások (pl. Kazaa, BitTorrent) forgalmi jellegzetes-
ségeihez. A szimmetrikus SHDSL (Symmetric High-speed
DSL) szabvány (2001) mindkét irányban 2,3 Mbit/s-os
sebességet biztosít 3 km-es körzeten belül, a legújabb
VDSL2 szabvány (2005) pedig akár 100 Mbit/s-os szim-
metrikus sebesség biztosítására is képes, mindezt azon-
ban csak pár száz méteres távolságon. 2006-ban pedig
már megjelentek az elsô tudományos cikkek a Gigabit
DSL technológiáról, mely akár 1 Gbit/s-os sebességet
tud biztosítani mindkét irányban, elsôsorban az egymás
mellett haladó réz érpárok közötti interferenciák csök-
kentésével, melynek köszönhetôen jóval nagyobb frek-
venciatartomány válik használhatóvá.  

A vezetékes hozzáférés terén a DSL technológiák
jelenlegi legnagyobb vetélytársa a kábeltévé-hálózatra
épülô szélessávú internetszolgáltatás. A DSL-el ellen-
tétben, ahol minden felhasználónak elkülönített sávszé-
lességet tudunk biztosítani a saját csavart réz érpárján,
a kábeles internet esetén a felhasználók közösen osz-
toznak egy koaxiális kábelen, amely azonban jóval na-
gyobb sávszélességet biztosít. Míg a DSL-nél lényegé-
ben egyéni választás kérdése, hogy aszimmetrikus vagy
szimmetrikus hozzáférést akarunk-e biztosítani, a kábe-
les internetezést technológiai megkötések (a tévécsa-
tornák spektrumkiosztása, a le- és felirányú erôsítôk el-
helyezése) teszik aszimmetrikussá. A kezdeti szabvá-
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nyok a DSL-hez hasonló sebességeket tettek lehetô-
vé, a legújabb DOCSIS 3.0 szabvány (2006) viszont
már 300 Mbit/s lefelé és 108 Mbit/s felfelé irányuló se-
bességet biztosít, több átviteli csatorna összekapcso-
lásával (channel bonding). 

Egy kevésbé elterjedt hozzáférési technológia az
elektromos vezetékeken keresztül nyújtott BPL szolgál-
tatás (Broadband over Power Line). Az eredetileg csak
a középfeszültségû vezetékeket használó technológiát
speciális modulációs és hatékony zajszûrô megoldások
segítségével ma már kiterjesztették az alacsony feszült-
ségû vezetékekre is. A technológia elônye a szinte min-
denütt jelenlevô elektromos hálózat kihasználása, viszont
nagy hátránya, hogy a telefon- vagy kábeltévé-vezeté-
kekkel ellentétben az elektromos vezetékek nincsenek
leárnyékolva. Ennek köszönhetôen a BPL nagyon ér-
zékeny az interferenciákra és maga is komolyan zavar-
hatja a közelben levô többi technológiát, ebbôl kifolyó-
lag pedig több országban komoly engedélyezési aka-
dályokkal küzd.

1. ábra
Vezetékes szélessávú technológiák elterjedése a világban
2007 végén (Forrás: Point Topic)

Az egyre hatékonyabb átviteli technikák ellenére az
új alkalmazások (pl. nagy felbontású digitális televízió-
zás – HDTV) folyamatosan növekvô sávszélességigénye
csak nagyon korlátozottan biztosítható a már meglévô
telefon-, elektromos- vagy kábeltévé-hálózatokon. Szük-
ségessé vált tehát a gerinchálózatban jelen levô opti-
kai kapcsolatok kiterjesztésére a hozzáférési részre is.
Új épületek, új területek lefedésénél ez ráadásul nem
is jelent plusz munkálatokat, hiszen kezdettôl fogva le-
het optikai kábeleket telepíteni. 

Az FTTH (Fiber to the Home) és a VDSL végzôdéssel
kiterjesztett FTTC (Fiber to the Curb) megoldások egye-
lôre Délkelet-Ázsiában és különösen Japánban népsze-
rûek, több mint 11 millió felhasználóval (2008. március).
Az átviteli sebességet itt tulajdonképpen csak az optikai/
elektromos átalakítók sebessége határozza meg, nem ma-
ga az átviteli közeg. A jelenlegi FTTH megoldások általá-
ban 100 Mbit/s szimmetrikus sávszélességet biztosíta-
nak, de üzleti elôfizetôknek lehetséges 1 Gbit/s-os hozzá-
férés nyújtása is.

A vezetékes hozzáférési megoldások azonban nem
csak egymással kell megküzdjenek, hanem egyre in-
kább a vezetéknélküli technológiákkal is. Napjainkban
mind jobban elterjednek a vezetéknélküli kommunikáci-
ós eszközök, évente ma már több mint 150 millió lapto-

pot, 14 millió PDA-t és több százmillió intelligens mobil
telefont adnak el a világban. Fontossá vált tehát az ezen
eszközök internetcsatlakozását biztosító megoldások fej-
lesztése is [2]. 

Vezetéknélküli helyi hálózatok (Wireless Local Area
Networks – WLAN) mûködtetésére több megoldást is ja-
vasoltak (például HiperLAN, HomeRF), de a versenyt
egyértelmûen az IEEE 802.11 szabvány nyerte. Ma már
a szabvány és a szolgáltatás neve teljesen egybeforrt
és egyenértékûen használják ôket. Az eredeti 802.11
szabvány (1997) viszonylag kis átviteli sebességet (1
vagy 2 Mbit/s) biztosított, az újabb verziók azonban már
lényegesen gyorsabb hozzáférést tettek lehetôvé. A
2,4 GHz-es szabad frekvenciasávban mûködô 802.11b
változat (1999) – melyre elôször használták a Wi-Fi kife-
jezést (Wireless Fidelity) –, 11 Mbit/s-os sebességet biz-
tosít a hozzáférési pont kb. 100 méteres körzetében, míg
az 5 GHz-es sávban mûködô 802.11a szabvány (1999)
akár 54 Mbit/s-os sebesség elérését is lehetôvé teszi,
igaz, kisebb hatótávolságon. 

A 2001-ben szabványosított 802.11g változat a két
elôdje elônyeit próbálja ötvözni, szintén 54 Mbit/s-os ma-
ximális átviteli sebességet biztosítva a nagyobb hatótá-

volságot lehetôvé tevô 2,4 GHz-es sáv-
ban. A 2009-re várható 802.11n szab-
vány viszont már akár 600 Mbit/s-os se-
besség elérését is lehetôvé teszi majd.
Ugyanebbôl a szabványcsaládból végül
érdemes még megemlíteni a szintén 2009-
re várt 802.11p verziót, mely a nagy se-
bességgel közlekedô jármûvek kommuni-
kációját is képes lesz majd biztosítani. A
Wi-Fi hálózatok egyre jobban elterjed-
nek a világ minden táján, jelenleg több

mint 300.000 nyilvános vezeték nélküli hozzáférést biz-
tosító Wi-Fi „hotspot” mûködik reptereken, szállodákban,
éttermekben, mindemellett pedig lakások millióiban in-
ternetezhetnek a felhasználók különbözô WLAN megol-
dások révén.

Míg a Wi-Fi-t kifejezetten a felhasználók nomadikus
mozgását (ugyanaz a felhasználó különbözô idôpon-
tokban más és más területen lévô hozzáférési pontok-
hoz jelentkezik be) szem elôtt tartva fejlesztették ki (el-
tekintve az elôbb említett 802.11p verziótól), az IEEE
802.16 szabványnál (WiMAX) a vezetéknélküli fix hoz-
záférés („fixed-wireless”) biztosítása volt a cél, a Wi-Fi-hez
képest jóval nagyobb területen. A 2003-ban elfogadott
802.16a szabvány ennek megfelelôen elméletileg akár
70 Mbit/s-os sebességet is képes biztosítani, legfeljebb
kb. 50 kilométeres körzetben, a gyakorlati megvalósítá-
sok azonban egyelôre jóval szerényebb eredményeket
mutatnak.

Az eredeti WiMAX szabvány még nem támogatta a
mobilitást (a 2005-ben elfogadott 802.16e változat már
igen), a Wi-Fi pedig nagyon kis átmérôjû cellákat hasz-
nál, melyek között elméletileg megoldható a cellaváltás,
gyakorlatilag azonban ezek a cellák csak ritkán fedik át
egymást és leginkább a forgalmas belvárosi helyekre
koncentrálódnak. Természetessé vált azonban az igény
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egy olyan hozzáférési hálózatra is, mely globális lefe-
dettséget biztosít és melyen keresztül a mozgó felhasz-
nálók megszakítás nélkül tudjanak az Internethez csat-
lakozni vezetéknélküli eszközeiken. Erre a célra dol-
gozták ki a mobil telefonhálózatokra épülô különbözô
vezetéknélküli hozzáférési technológiákat. Míg a 2.5G-
nek nevezett GPRS (General Packet Radio System) tech-
nológia viszonylag alacsony, tipikusan 30-80 kbit/s-os
átviteli sebességet biztosított, a hatékonyabb modulá-
ciót használó EDGE (Enhanced Data rates for GSM
Evolution) rendszer már elméletileg 384 Kbit/s-es se-
bességet támogat. Ezek a sebességek azonban még
távol állnak a WLAN vagy a vezetékes hozzáférési háló-
zatokon megszokott sebességektôl. 

A harmadik generációs (3G) megoldásnak számító
UMTS (Universal Mobile Telecommunication System) tech-
nológiát már 2 Mbit/s-os sebesség biztosítására tervez-
ték, azonban a szolgáltatók közötti spektrumkiosztást
szabályozó hatalmas koncessziós költségek ellenére sem
terjedt el eddig a várt mértékben. Ennek ellenére újabb
és újabb megoldások jelennek meg: a 3.5G-nek neve-
zett HSDPA (High Speed Downlink Packet Access, 14,4
Mbit/s lefelé) és HSUPA (High Speed Uplink Packet Ac-
cess, 5,76 Mbit/s felfelé) technológia után már a 100
Mbit/s-es lefelé es 50 Mbit/s-os felfelé irányuló sebes-
séget biztosító, Super-3G-nek is nevezett HSOPA (High
Speed OFDM Packet Access) szabványon dolgoznak,
az LTE (Long Term Evolution) project keretében.

2. ábra
Vezetéknélküli  technológiák jel lemzôi 
(Forrás: WiMAX Spectrum Owners All iance)

Mint azt a bevezetôben már említettük, a hozzáfé-
rési hálózatok aggregálására és gerinchálózathoz való
csatolására használják a nagyvárosi, metro-hálózatokat.
Bármilyen vezetékes vagy vezetéknélküli hozzáférési tech-
nológiát is használnánk az „utolsó mérföldön” (az elôfi-
zetôk közvetlen bekötésére), a szolgáltatói aggregációs
hálózatban levô, a felhasználók kapcsolatát végzôdte-
tô hálózati eszközöket az Internethez való csatlakozta-
tás céljából általában optikai gyûrûk segítségével kötik
össze. Ezen optikai kapcsolatokon a forgalom kezelé-
se általában az Ethernet technológia segítségével tör-
ténik, ezt takarja az egyre gyakrabban használt Metro-
Ethernet kifejezés [3]. 

Az Ethernetet azonban nem csak az aggregációs
hálózatokban lehet használni; a hagyományos csavart
réz érpár vagy fényvezetô szálak felett megvalósított
Ethernet alapú hozzáférés végfelhasználókig való ki-
terjesztése is napirenden van, az EFM (Ethernet in the
First Mile) szabvány elterjedését azonban egyelôre fô-
ként biztonsági megfontolások akadályozzák. 

3. A gerinchálózatok fejlôdése

Jelenleg valamennyi olyan infokommunikációs hálózat,
ahol már több tíz kilométert szeretnénk áthidalni – vagy
akár kisebb távolságot is, de nagy sávszélességgel –
fényvezetôs jelátvitelen alapszik. Ez a technológia biz-
tosítja a legkisebb jelcsillapítást, hatalmas a rendelke-
zésre álló sávszélesség és az átvitel gyakorlatilag külsô
zavaró hatásoktól és áthallástól is mentes. Ezért ha met-
ro-hálózatról vagy gerinchálózatról beszélünk, szinte ki-
zárólagosan fényvezetôs hálózatot értünk alatta, noha
emellett még mikrohullámú (mûholdas és földfelszíni), sza-
badtéri fény-átvitel és koaxiális kábel szakaszok is elô-
fordulnak, de ritkábban.

A jelenleg használt fénykábelek tipikusan 40-1000
fényvezetô szálat tartalmaznak, mindegyiken jellemzô-
en 40-160 különbözô hullámhosszon szállítják a jelet,
hullámhosszanként 2.5, 10 vagy 40 Gbit/s bitsebesség-
gel. Fényszálanként tehát akár 6,4 Tbit/s (1012 bit/s) sáv-

szélességet is megvalósíthatunk, ami
fénykábelenként akár 6,4 Pbit/s (1015

bit/s) is lehet. Ez a sebesség közel száz-
ezer (94 118) teljes kétoldalas DVD (3-
4 órás DVD minôségû film: 8,5 Gbyte
adat) átvitelének felel meg másodper-
cenként!

Az elsô optikai hálózatok a szó szo-
ros értelmében nem is hálózatok, ha-
nem csak pont-pont szakaszok voltak.
A kezdeti fázisban telepített kábelek
még kevés fényszálat tartalmaztak. A
késôbbiekben kapacitásuk költségha-
tékony növelésére, új kábel telepítése
helyett hullámhosszosztást alkalmaztak,

ami az átviteli közeg jobb (többszörös) kihasználtságát
eredményezte. A hullámhosszosztás (WDM, Wavelength
Division Multiplexing) ötlete az, hogy egy fényszálon
belül egy helyett annyi különbözô hullámhosszú jel-adó
és -vevô által meghatározott párhuzamos csatornát ala-
kítunk ki, ahányszor a korábbi szakaszkapacitást növel-
ni kívánjuk. 

A következô lépés a gyûrû volt, majd a különbözô
módon összekötött gyûrûk, végül az általános szövevé-
nyes topológiájú hálózatok következtek. Ezek tovább-
ra is statikusak voltak, azaz nem lehetett a távbeszélô
(telefon) hálózatokhoz hasonlóan igény szerint össze-
köttetéseket létrehozni és bontani. A gerinchálózatok
további elemzéséhez említést kell tennünk az infokom-
munikációs hálózatok egy másik rendszerezési elvérôl,
nem a térbeli elhelyezés és kiterjedés, hanem egy há-
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lózat mûködtetéséhez szükséges funkciók alapján. E
három sík: az „adatsík” (DP – Data (User) plane), a „me-
nedzsmentsík” (MP – Management Plane) és a „vezér-
lôsík” (CP – Control Plane) Az „adatsíkban” továbbítjuk
a felhasználói hasznos adatokat a kívánt végpontok közt,
a „menedzsmentsíkot” pedig a hálózat üzemeltetéséhez
szükséges forgalom és funkciók képezik. Egy kezdeti
statikus optikai gerinchálózat esetén a menedzsment-
sík tette lehetôvé a béreltvonal-jellegû statikus össze-
köttetések kialakítását, bontását, a hálózat felügyeletét,
fenntartását. Ez a menedzsmentsík biztosította azt, hogy
a hálózat üzemeltetôje (jellemzôen egy központból) kö-
vetni tudja a hálózat pillanatnyi állapotát és egyszerûbb
változtatásokat, átszervezéseket is tudjon kezdeményez-
ni anélkül, hogy oda kellene mennie minden egyes esz-
közhöz, és a helyszínen megoldani ezeket.

3. ábra
Az optikai hálózatok funkcionalitásának fejlôdése

A hálózatok fejlôdésével viszont nyilvánvalóvá vált
az, hogy nem elegendô a statikusan konfigurált, több
évre bérelt összeköttetések lassú (jellemzôen több hé-
tig tartó) kialakítása; felmerült az igény egy dinamikus
hálózatra, amelyben a felhasználó kezdeményezésére
lehet másodpercek alatt teljes hullámhosszutakat kiala-
kítani és bontani. Ennek viszont magas az ára: a teljes
hálózatot ki kell egészíteni egy „vezérlôsíkkal”, mely jól
definiált interfészeken keresztül jelzés-üzenetekkel va-
lósítja meg a fent kitûzött célokat. Így érkeztünk el az
ASON (Automatically Switched Optical Network) típusú
hálózatokhoz. 

Hamarosan felismerték azonban, hogy ezen ASON
hálózatok a gyakorlatban nem fognak egyhamar elter-
jedni, hiszen a felhasználóknak rendkívül ritkán van szük-
sége egy teljes hullámhosszútra, melynek kapacitása
jellemzôen 2,5 vagy 10 Gbit/s. Ennél finomabb „szem-
csézettséget” (granularitást) lehet elérni elektronikus idô-
osztásos nyalábolással (TDM, Time Division Multiplexing),
mindehhez viszont a hullámhossz-kapcsoló eszközöket
ki kell egészíteni digitális idôkapcsolásra képes eszkö-
zökkel. Így a három elôbb említett sík mellett megjele-
nik a hálózat függôleges tagolódása is. Így alakulnak ki
a többrétegû hálózatok, azaz olyan architektúrák, ahol

már két, jellemzôen különbözô hálózati technikát hasz-
nálunk egymásra építve, azért, hogy a felsôbb rétegek
finom granularitást biztosítsanak [4]. Erre az ASTN (Au-
tomatically Switched Transport Network: Önmûködôen
kapcsolt szállítóhálózat) és a GMPLS (Generalised Multi-
Protocol Label Switching: Általánosított többprotokollos
címkekapcsolás) architektúrákat hozhatjuk fel példának,
ahol lehet fényszál, hullámsáv, hullámhossz, idôosztásos
keretek vagy csomagok szintjén végezni a kapcsolást
(azaz a kommunikáló felek összekötését) és mindezen
rétegek akár egymásra is épülhetnek. 

Azáltal, hogy a hálózatok már nem központilag me-
nedzseltek, hanem kapcsoltak, a vízszintes tagoltság is
számos nyitott kérdést vet fel. A hálózat vízszintes tagolt-
sága alatt nem csak a hozzáférés-metro-gerinc tagoló-
dást értjük, hanem mindinkább a különbözô szolgálta-

tók által üzemeltetett részhálózato-
kat, tartományokat. Gyakorlatban az
IP (Internet Protocol) hálózatokban
a BGP-4 (Border Gateway Protocol
negyedik változata) terjedt el, mely
minden egyes csomópontban csak
az elérni kívánt csomópontok felé
vezetô legrövidebb út mentén kö-
vetkezô szomszédját jelöli ki és no-
ha lassan, de alkalmazkodik a háló-
zati topológia változásaihoz (pl. egy-
egy szakaszmeghibásodás esetén).
A korszerû hálózatoknál szükség van
távolságinformáción kívül különbö-
zô forgalmi és minôségi paraméte-
rekre is a hálózat jobb kihasználása
és a minôségbiztosítás érdekében.

A hagyományosnak tekinthetô elektronikus kapcso-
lásnál elôbb az úgynevezett „áramkörkapcsolást” (dedi-
kált csatorna létrehozása a két kommunikáló fél között)
használták, majd áttértek a bonyolultabb, ám jobb erô-
forrás-kihasználtságot biztosító „csomagkapcsolásra” (az
adategységek csomagokban való továbbítása egy kö-
zös csatornán). Ehhez hasonlóan az optikai hálózatok
is elindultak az áramkörkapcsolástól a csomagkapcsolt
hálózatokhoz vezetô hosszú út mentén, melynek egy ígé-
retes állomása az optikai börszt-kapcsolás (OBS – Opti-
cal Burst Switching). Itt nem az egyes csomagokat kap-
csoljuk egyenként, hanem egy-egy a hálózat peremén
felgyülemlett csomagcsoportot továbbítunk egyszerre.
Ezen megoldás különösen a kisebb kiterjedésû hálóza-
tokban, elsôsorban rövid ideig, kis válaszidôvel nagy sáv-
szélességet igénylô (pl. GRID) alkalmazásokra elônyös. 

Az optikai csomagkapcsoláshoz (OPS – Optical Pack-
et Switching) vezetô út azért hosszú, mert csomagkap-
csolás nincs puffer nélkül, hiszen a puffer teszi hatékony-
nyá az erôforráskihasználást. Optikai puffer viszont je-
lenleg csak igen korlátozott formában áll rendelkezés-
re: elsôsorban kapcsolt fényszálas késleltetôvonalakat
használnak ilyen célra, ahol a kívánt késleltetésnek meg-
felelô hosszúságú fényszálat alkalmaznak. E megoldás
a csillapítás és a fényszál nagy mérete miatt nem elô-
nyös. Egy érdekes kutatási irány viszont az, hogy a fényt
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„lelassítják” (Slow Light) speciális fotonikus kristályokban
vagy gôzökben, lehetôvé téve állítható késleltetés elé-
rését viszonylag kisméretû eszközök segítségével. 

A másik akadály a tisztán optikai csomagkapcsolás
elôtt az, hogy az optikai (fotonikus) jelfeldolgozás még
„gyerekcipôben jár”. A fejrészfelismerés, fejrészlecsere-
lés már megoldott ugyan, de bonyolultabb mûveleteket
ellátó optikai hardwer még nem áll rendelkezésre. Az
optikai csomagkapcsolásnak egy optikai megvalósítás
szempontjából egyszerûbb és ezáltal ígéretesebb irá-
nya az optikai címkekapcsolás (Optical Label Switching)
és annak egy válfaja, az optikai „felülcímkézés” (Optical
Label Striping), melynél a hálózat peremén adategysé-
günket több címkével látjuk el, a hálózati csomópontok
pedig egy-egy címkét értelmezve továbbítják a csoma-
got, miután eltávolították az értelmezett címkét.

Mielôtt továbblépnénk a hálózatok üzemeltetésével
kapcsolatos kérdésekre, még néhány érdekes irányza-
tot említenénk. Hasonlóan ahogy elôbb a „sûrû” hullám-
hosszosztás (DWDM – Dense WDM) terjedt el és ké-
sôbb, elsôsorban metro-hálózatokban kezdték a tech-
nológiailag sokkal egyszerûbb és ezáltal sokkal olcsóbb
„ritka” hullámhosszosztást (CWDM – Coarse WDM) hasz-
nálni és ahogy a költséges optikai rendezôk és kapcso-
lók (Optical Cross-Connect, Optical Switch) helyett az egy-
szerûbb és olcsóbb átkonfigurálható leágaztatókat (R-
OADM – Reconfigurable Optical Add-Drop Multiplexer)
kezdték használni, hasonló „visszalépés” van folyamat-
ban az áramkörkapcsolás-csomagkapcsolás terén is. A
jobb granularitás elérése érdekében nem a hullámhossz-
csatornák számát növelik tovább, nem is elektronikus
nyalábolást (multiplexelést) használnak hanem az egyes
hullámhosszcsatornákban egyszerû optikai hardver se-
gítségével szinkron optikai idôosztást használva több
digitális csatorna jelét fogják össze, illetve bontják. Ez a
szinkronitás miatt nem csomagkapcsolás, hanem áram-
körkapcsolás, ahol a kívánt sávszélesség állítható az
együtt használt idôrések számának állításával. 

További fontos érv mely szólhat az optika mellett a
„zöld hálózatok” („Green Networking”) trend. Ötlete, hogy
mivel mára a kommunikáció energiaszükséglete és ká-
rosanyag kibocsátása elérte a légiforgalomét, eljött az
ideje takarékoskodni. Optikai eszközök esetén jellemzô-
en sokkal kisebb a hôdisszipáció, ezáltal közvetlenül ke-
vesebb tápáramra és közvetve kevesebb légkondicioná-
lásra van szükség. Továbbá, ha optikai térkapcsolást,  hul-
lámhossz-, vagy idôréskapcsolást végzünk, az eszközök
áramfogyasztása nem, vagy csak kisebb mértékben függ
a bitsebességtôl. Ezzel szemben egy elektronikus kap-
csoló esetén a bitsebesség növelése rohamosan növeli
a memóriák, feldolgozó processzorok stb. fogyasztását.

4. Heterogén hálózatok menedzselési
és üzemeltetési kérdései

Noha a szolgáltatóknak az az álma, hogy végponttól-
végpontig egy vezérlô síkkal, egy egynemû (homogén)
hálózaton keresztül alakíthassák ki összeköttetéseiket

vagy küldjék csomagjaikat, jelenleg a hálózatok mégis
minden szempontból többnemûek, heterogének. Egy
hálózat felett számos különbözô szolgáltatást valósíta-
nak meg, melyek forgalmi és minôségi követelményei
jelentôsen eltérnek. A hálózatok több rétegbôl (függô-
leges tagolódás, hálózati technológia – ezáltal granu-
laritás és funkcionalitás szerint) és több tartományból
(vízszintes tagolódás, adminisztratív egységek – külön-
bözô szolgáltatók – és fizikai elhelyezkedés szerint) áll-
nak. Mindemellett, számos szolgáltató és gyártó van je-
len, melyek eszközei közt valamennyi hálózati protokoll-
nak mindenféle körülmények közt zavartalanul kell mû-
ködnie. 

Ezen heterogenitás ellenére egyre nagyobb hang-
súlyt helyeznek manapság a hálózatok konvergenciá-
jára, azaz a heterogén hálózatok minél homogénebbé
tételére. A hálózati konvergencia egyik legjobb példája
a vezetékes és vezetéknélküli hálózatok közeledése
(FMC – Fixed-Mobile Convergence), ahol az a cél, hogy
például haza- vagy munkahelyünkre érve a mobil vég-
berendezésünk ugyanúgy mûködjön (viselkedjen) a ve-
zetékes hálózatra csatlakozva, mint tette azt a vezeték
nélküli hozzáférésen, a gerinchálózatban is biztosítva az
ehhez szükséges átjárást a különbözô hozzáférési há-
lózatok között.

A heterogén hálózatok tervezése és üzemeltetése
lényegesen bonyolultabb a hagyományos egyrétegû cél-
hálózatokénál. A hálózati erôforrásmenedzsment (NRM
– Network Resource Management) lényege az, hogy az
újonnan felmerülô igényeknek minél hatékonyabban ele-
get tegyünk az adott hálózaton belül a hálózati erôfor-
rások újraoptimalizálásával és újrakonfigurálásával. Pél-
da erre egy-egy bérelt vonal és virtuális magán- vagy át-
fedô hálózat (VPN/VON – Virtual Private/Overlay Net-
work) kialakítása, konfigurálása.

Amennyiben finomabb idôskálán figyeljük hálózatun-
kat – ahol a vezérlôsík révén a felhasználói jelzés által
állandóan érkeznek új, illetve szûnnek meg meglévô ösz-
szeköttetések –, akkor már útvonalválasztásról (routing)
és a hozzá tartozó forgalomterelésrôl (TE – Traffic Engi-
neering) beszélünk. A forgalomterelés legegyszerûbb
definíciója az, hogy szemben az erôforrás-menedzsment-
tel, ahol az erôforrásokat tettük oda, ahol a forgalomnak
kellett, itt a forgalmakat tereljük (tesszük) mindig oda,
ahol van elegendô erôforrás [5]. 

Mindemellett nagyon fontos szempont egy hálózat
üzemeltetésénél a rendelkezésreállás biztosítása. E te-
kintetben a gyakran emlegetett, úgynevezett „öt kilen-
ces” kritérium azt jelenti, hogy az éves átlagot tekintve az
idô 99,999%-ában rendelkezésre áll a hálózat, vagyis
legfeljebb alig több mint 5 percet lehet üzemen kívül.
Ennek elérésére kifinomult „védelmi technikák” szüksé-
gesek, melyek igen gyorsan (jellemzôen kevesebb mint
50 ms alatt) áthelyezik a forgalmat a sérült hálózati erô-
forrásokról tartalékokra [6,7].

Mindezen funkciók egyszerûsítése érdekében a cél
egy olyan egységes vezérlôsík kialakítása, amely révén
a hálózat különbözô részei között, tetszôleges rétegben,
tetszôleges granularitással hozhatunk létre összekötte-
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téseket. Erre jelenleg az IETF által javasolt GMPLS (Ge-
neralised MultiProtocol Label Switching) protokollcsalád
tûnik a legígéretesebbnek [8].

További trendként kell említsük az elôzô fejezetben
már említett-Ethernet technológia térhódítását, melyet
eredetileg helyi hálózatok osztottközeg-hozzáférésére
fejlesztették ki, de ma már kerettovábbítási és kapcso-
lási képességeit is használják metro-, sôt gerinchálóza-
tokban is. További fontos hajtóerô a nagy felbontású
videómûsorok szétosztása. A rohamosan megugrott sáv-
szélességigények és a többesadás (multicast) techno-
lógia terjedése új feladatok elé állítja a mérnököket.

5. Összefoglalás

Cikkünkben a különbözô hozzáférési és gerinchálózati
kommunikációs technológiákat tekintettük át, ám nem
kerülhettük el a hálózati architektúrák és e hálózatok
nyújtotta szolgáltatások hatásának vizsgálatát sem. A há-
lózatok heterogenitásának szemléltetésére külön hang-
súlyt fektettünk. 

A hálózatok kialakításnál két vezérelvet kell követni.
Egyrészt a szolgáltatók mindig a legegyszerûbb és leg-
olcsóbb megoldást szeretnék kiválasztani: alacsony tô-
keráfordítás (CAPEX – Capital Expenditure) és alacsony
üzemeltetési költség (OPEX – Operational Expenditure)
mellett egy homogén hálózatot, a heterogén hálózatok
funkcionalitásával. Másrészt a végfelhasználók is olcsó
de jó minôségû, a hozzáférési technológiától független
szolgáltatásokat szeretnének. Ezért a hálózatok és szol-
gáltatások konvergenciáját figyelembe vevô általában
bonyolult hálózattervezési és üzemeltetési megoldások-
ra van szükség.
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