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1. Bevezetés

A gépi beszédfeldolgozásban régóta meglévô feladat
a beszédjel kiemelése a zajból [1]. Az elmúlt mintegy há-
rom évtizedben több módszert is kidolgoztak a zaj csök-
kentésére. A legtöbb eljárásban közös az a feltétele-
zés, hogy a lineáris beszédjel-modellnek megfelelô zaj-
jellemzôk idôben lassan változnak. Példaként a hallás-
modell-alapú szûrôsorral végzett feldolgozás említhetô,
ahol a rész-sávokban Wiener-szûrést alkalmaznak [2].
A tapasztalatok szerint mintegy 6...9 dB-nél nagyobb
jel/zaj viszony (SNR) esetén érhetô el e módszerekkel
jó eredmény [3]. Ennél kisebb SNR illetve nemstacioná-
rius zaj esetén a zajcsökkentô módszerek alapja több-
nyire nemlineáris modell. Nemlineáris rendszermodellre
példa az emberi hallórendszer egy modellje, amit zaj-
csökkentô eljárásban is alkalmaznak [4], míg nemline-
áris jelmodell a jelen dolgozatban is vizsgált beszédmo-
dell, nevezetesen a rekonstruált fázistérben történô be-
szédábrázolás [5].

A cikk felépítése a következô. Elôször ismertetjük a
zajmentes beszédjel ábrázolását, amit a továbbiakban
felhasználunk. Ezt követi a beszéd-altér fogalmára ala-
pozott zajcsökkentési eljárás leírása a szakirodalom
alapján, ahol bemutatjuk a rekonstruált fázistérben mû-
ködô változatot is. A negyedik szakaszban ismertetjük
az eljárás megvalósításával elért zajcsökkentési ered-
ményeinket, majd a cikket a következtetések zárják.

2. A zajmentes beszédjel ábrázolása 
a transzformált térben 
és a rekonstruált fázistérben

A cikkben ismertetett zajcsökkentô eljárás két feltétele-
zésre épül: az egyik, hogy létezik a beszédminta-soro-
zat optimális ábrázolása, a másik pedig, hogy a beszéd-
feldolgozási feladatokhoz is használható a rekonstruált
fázistér fogalma.

Ami az elsô feltételezést illeti, ebben az esetben a
feldolgozás alatt álló szegmens N számú αn beszéd-
mintájából vektort alkotunk, így a szegmens az N dimen-

ziós tér egy pontjának felel meg. Ez az s vektor az úgy-
nevezett {tn} természetes, ortonormált bázisban a bázis-
vektorok lineáris kombinációjaként írható fel, ahol az
együtthatók a beszédminták: αn=(s,tn), és az N dimen-
ziós tn oszlopvektor n-edik komponense 1, a többi 0. 

A gépi beszédfeldolgozás gyakorlati problémáinak
megoldása során szerzett tapasztalatok szerint a be-
szédjel esetén létezik olyan bázis, amelybéli reprezen-
tációban N-nél kevesebb számú összetevôvel is leírha-
tó az s vektor [6]. Emiatt fel lehet tenni azt a kérdést,
hogy melyik az az ortonormált bázis, amelyben s keve-
sebb összetevôvel adható meg

(1)

alakban, ahol {vn} a keresett ortonormált bázis és
L<N, továbbá ez az elôállítás optimális abban az érte-
lemben, hogy a

(2)

kritériumfüggvény értéke, vagyis az eltérésnégyzet
várható értéke minimális (ideális esetben L<N és ||e||=0).
A továbbiakban feltesszük, hogy E{s}=0, így R==K=, ami
a kovarianciamátrix. Ismeretes, hogy a {vn} optimális or-
tonormált bázist a kovarianciamátrix sajátvektor-rendsze-
re adja, az eltérésnégyzet várható értéke pedig

ahol λn a kovarianciamátrix n-edik sajátértéke. Az s
beszédminta-vektor új (optimális) bázisbeli reprezentá-
cióját a 

(3)

mátrix segítségével lehet kiszámítani, ami praktiku-
san rendre a nagyság szerint csökkenô sorrendben fel-
írt sajátértékeknek megfelelô sajátvektorokból, mint sor-
vektorokból áll.
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A második feltételezés a beszédjelnek a rekonstru-
ált fázistérben történô ábrázolására vonatkozik. A rekon-
struált fázistér fogalma a diszkrét dinamikai rendszer
x n+1= F(x n) alakú mozgásegyenletéhez kapcsolható,
ahol xn és x n+1 a D dimenziós fázistérbeli pontok, F
megfelelô leképezés. A fázistérbeli pontok {xn} halma-
za a trajektória, vagy pálya. Ez a pálya közvetlenül nem
figyelhetô meg, csak az x n→g(x n) nemlineáris leképe-
zésen át. Így adódik az αn= g(x n) megfigyelhetô (mér-
hetô) valós szám, vagy beszédminta. Ezeket rendre
egymás után TMV idônként véve adódik az {αn} beszéd-
minta-sorozat. 

Igazolható, hogy ha M >2⋅D+1, akkor az αn számso-
rozatból az eredeti {xn} vektorsorozattal ekvivalens {yn}
vektorsorozat állítható elô az úgynevezett dimenzióbe-
ágyazás módszerével. A dimenzióbeágyazás az 

(4)

vektort eredményezi, ahol τ>0 az idôeltolás (itt min-
taszámmal adott), M>0 a beágyazási dimenzió. A fen-
tebb említett ekvivalencia azt jelenti, hogy létezik olyan
egyértelmûen invertálható, sima h : yn (M,τ )→xn leké-
pezés, amivel a két vektorsorozat egymásba átvihetô [7].
A dimenzióbeágyazás mûveletéhez szükséges M di-
menzió és a τ idôeltolás értékét numerikus kísérletek-
kel lehet meghatározni az adott beszédtechnológiai al-
kalmazási feladathoz. A szakirodalmi adatok szerint az
M ⋅ τ ⋅TMV beágyazási idôablak 1...5 ms [8].

3. Zajcsökkentés a rekonstruált 
fázistérben altér módszerrel

A rekonstruált fázistér fogalmával leírható zajcsökkentô
algoritmus lényegében általánosítása egy, a szakiroda-
lomban régebben közölt eljárásnak [6], ezért elôször ezt
ismertetjük.

A módszer alapja az elôzô pontban ismertetett tulaj-
donság, vagyis az, hogy az optimális beszédábrázolás
az N számú bázisvektor helyett L számú bázisvektorral
is megoldható, ideális esetben zérus eltérésnégyzettel.
Az N mintából álló beszédvektor így az N dimenziós tér
L dimenziós alterében található, emiatt ezt beszéd-altér-
nek is nevezik. A zajcsökkentô algoritmus ebben a be-
széd-altérben állít elô optimális becsült beszédvektort a
kiindulásképpen rendelkezésre álló zajos beszédminták-
ból. A feladat az, hogy a beszédjellel nem korrelált, ad-
ditív zajjal terhelt 

(5)

beszédmintasorozat ismeretében adjuk meg a tisz-
ta beszédvektor s~ becslését úgy, hogy az s – s~ eltérés-
vektor hosszának várható értéke a legkisebb legyen,
azaz 

(6)

teljesüljön. Hasonlóan az elôzô szakaszban foglal-
takhoz, itt is meg kell találni az optimális ortonormált bá-
zist, ám most csak u ismert. Feltesszük, hogy E{w}=0,
és mivel elôzô feltevésünk miatt E{s}=0, adódik E{u}=0.

További feltevés, hogy a 0 várható értékû zaj típusa fe-
hér zaj, vagyis kovarianciamátrixa K=

ZAJ= σ2 ⋅ I= , ahol σ >0
és I= NxN méretû egységmátrix. Belátható, hogy ekkor
a korrelálatlanság miatt a zajos beszéd kovarianciamát-
rixa a beszéd és a zaj kovarianciamátrixok összege:

(7)

továbbá igazolható az is, hogy a zajos beszéd ko-
varianciamátrixának és a zajmentes beszéd kovarina-
ciamátrixának sajátvektorai azonosak. Ez utóbbi tulaj-
donság teszi lehetôvé, hogy a zajcsökkentés a meglé-
vô zajos beszédvektorból kiindulva ugyanabban az or-
tonormált bázisban végezhetô el, mint amiben a be-
széd reprezentációja optimális és az optimális beszéd-
reprezentációt adó {vn} ortonormált bázis kiszámítható
a rendelkezésre álló zajos beszéd kovarianciamátrixá-
ból is, a zajmentes beszédvektor kovarianciamátrixának
ismerete nélkül. 

Továbbá, mivel a kovarianciamátrixok összegezhetôk,
belátható, hogy a zajos beszéd kovarianciamátrixa a
transzformált térben a következô diagonálmátrix lesz:

(8)

Az elsô szakaszban ismertetett feltevésünknek
megfelelôen a v0,v1,.. . ,vL–1 vektorok által kifeszített al-
térben a zajmentes beszéd ideálisan reprezentálható.
Szemléletesen szólva a zajos beszéd esetében itt „be-
széd és zaj is található”, míg ezen altér ortogonális kom-
plemensében, a vL,vL+1,.. . ,vN–1 vektorok által kifeszí-
tett altérben „csak zaj található”.

Ezek után a zajcsökkentô eljárást a H= lineáris transz-
formáció alakjában keressük, vagyis

(9)

A becslés hibája az r = s – s~ maradékjel. A [6] szer-
zôi megmutatták, hogy az 

(10)

maradékjel két összetevôbôl áll, egy a beszéddel, egy
a zajjal korrelált. Emiatt nemcsak a beszéddel korrelált
hibaösszetevô minimalizálása a feladat, hanem ezzel
egyidejûleg a zajjal korrelált összetevô elôírt szint alatt
tartása is cél az optimális lineáris transzformáció kere-
sésekor. A feladatot [6]-ban mind az idôtartományban,
mind a spektrális tartományban elôírt feltételek eseté-
ben megoldották. Saját, idôtartományra vonatkozó ered-
ményeinket [9]-ben tettük közzé. A második esetben is
a beszéddel korrelált hibaösszetevô minimalizálása a
cél, de most minden egyes spektrális komponensre kü-
lön-külön írunk elô zajszintcsökkentési feltételt, azaz 

(11)
feltéve, hogy:

(12)
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Szemléletesen szólva az elsô feltétel a beszéd-altér-
ben megmaradt zajra vonatkozó komponensenkénti elô-
írás rendre βn>0-val megadott feltételekkel, a második
a zaj-altérbeli komponensek nullázását írja elô. 

Az optimális transzformáció mátrixa a Karush-Kühn-
Tucker-féle feltételes szélsôérték-keresési módszer alap-
ján [6] szerint a következô: 

(13)

ahol V= a sajátvektorokból, mint oszlopvektorokból
álló mátrix. Az említett mû γn megválasztására két javas-
latot is ad, ezek közül a jelen munkában a 

(14)

összefüggéssel dolgoztunk. A zajcsökkentés mérté-
két a κ≥1 tapasztalati konstanssal lehet beállítani, egy-
ben a tisztított beszéd torzulását is befolyásolva ezzel.

A fent összefoglalt módszer általánosítható a rekon-
struált fázistér esetére is. Ugyanis ez utóbbi, mint modell-
háttér lehetôvé teszi, hogy egyetlen megfigyelt u = s + w
N dimenziós zajos beszédvektorból állítsunk elô M di-
menziós vektorokból álló adatrendszert a dimenzió be-
ágyazás módszerével. Az így keletkezô U= MxN

trajektória-
mátrixra a konstrukciója miatt igaz, hogy

(15)

Mivel un = sn + wn minden összetartozó mintára fenn-
áll, a trajektóriamátrixban lévô vektorokból, mint adat-
rendszerbôl számolható kovarianciamátrixra nézve telje-
sül, hogy

(16)

ahol

Emiatt az elôzôekben ismertetett gondolatmenet
most is alkalmazható, amivel elôállítható a becsült

~
S=

trajektória-mátrix. Ebbôl kell a becsült s~ beszédminta
sorozatot visszaállítani, ami U= elôállítása alapján tehe-
tô meg. Az eredeti altér-módszertôl ez az eljárás abban
különbözik, hogy itt más adatrendszer konstruálható a
kovariancia-mátrix becslésére és a becsült minta végle-

ges értéke a becsült trajektória-mátrix egynél több ele-
mébôl számítható ki. 

Az általunk használt trajektória-mátrix a beszédszeg-
mens periodikus kiterjesztésén alapul, ezáltal minden
minta pontosan M-szer szerepel, akárcsak a becsült tra-
jektóriamátrixban is, így egyetlen becsült beszédminta
elôállítása átlagolással történhet és nem szükséges sú-
lyozómátrix, ami más konstrukcióknál megjelenik [10]. 

A trajektóriamátrix ui, j eleme eszerint

(17)

itt tehát N a beszédszegmens mintáinak száma, M
a beágyazási dimenzió, τ az idôeltolás.

A zajcsökkentési eljárás alapja a fenti trajektóriamát-
rix, mint M dimenziós vektorokból álló adatrendszer alap-
ján becsülhetô kovarianciamátrix. Megjegyezzük, hogy
ez a kovarianciamátrix különbözik mind a [6]-ban hasz-
nált empirikus Toeplitz-kovarianciamátrixtól, mind pedig
az [5]-ben, illetve [10]-ben ismertetett változatoktól.

4. Zajcsökkentési eljárás megvalósítása,
numerikus kísérleti eredmények

A jelen dolgozatban vizsgált kiinduló beszédállomány
úgy jött létre, hogy a leírt mondatot egy magyar anya-
nyelvû, férfi bemondó valósította meg, a beszédmintá-
kat 8 kHz mintavételi frekvenciával és 16 bites lineáris
kvantálással állították elô. Az aktív beszédszakaszo-
kon számolt globális jel/zaj viszony 45,8 dB volt. A za-
jos beszédállományokat ebbôl mesterséges zajosítás-
sal készítettük, a jelen munka során használt zajok az
RSG-10 zaj adatbázisból származnak [11], 8 kHz min-
tavételi frekvenciájúra átalakítva az eredetileg 19980
Hz-cel mintavett jeleket. 

A vizsgálatban használt zajtípusok: fehér zaj, rózsa-
szín zaj, hírközlô csatorna zaja. A zajszint beállításának
alapjául a tiszta beszéd aktív beszédszakaszain számolt
energia szolgált. A zajcsökkentés hatékonyságát az

(18)

(Signal to Residual Ratio) számmal jellemeztük, ahol
a számlálóban az aktív beszédszakaszok indexhalma-
zán számolt beszédenergia, a nevezôben ugyanezen
indexhalmazon számított, zajcsökkentés utáni maradék-
jel energiája szerepel. 
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1. ábra
A javulás értékei 
különbözô 
jel/zaj viszony értékek 
és zajtípusok esetén 
(szegmenshossz: 800 minta, 
beágyazási dimenzió: 20, 
idôeltolás: 1 minta, 
beszéd-altér dimenziója: 7,
a tapasztalati konstans: 
κ=5)



A zajcsökkentést idôben átlapolt beszédszegmen-
sek sorozatán haladva, rendre szegmensrôl szegmens-
re végeztük egyetlen szegmens mintái alapján. Az adott
szegmens mintáit Hanning-ablakkal súlyoztuk, 50%-os
átlapolást alkalmaztunk és a tisztított beszédminta sor-
ozatot az átlapolás és hozzáadás módszerével számí-
tottuk ki. A szegmens hosszát, a beágyazási dimenzió
és az idôeltolás értékét, a beszéd-altér dimenzióját és
a κ tapasztalati konstanst a tisztított beszéd meghallga-
tása alapján határoztuk meg. Az elôzô szakaszban is-
mertetett spektrális tartománybeli módszerben szereplô
γn értékekhez a σ2 értékét az elsô zaj-altérbeli sajátér-
tékkel, a λn

BESZÉD értékeket a beszéd-altérbeli sajátérték-
nek a σ2 becslésétôl mért eltérésével becsültük. A saját-
érték-sajátvektor számítást a Jacobi-módszerrel végez-
tük, a zajcsökkentô eljárást C nyelvû programmal valósí-
tottuk meg. 

Az 1. ábrán (lásd az elôzô oldalon) összefoglaltuk a
kapott számszerû adatokat, amik megfelelnek a szakiro-
dalomban közölt eredményeknek [5,10]. A táblázatból
kiolvasható, hogy az SRR-ben is megjelenô javulás 6
dB-nél kisebb SNR esetén mutatható ki. Ennek oka vé-
leményünk szerint az, hogy a vizsgált eljárásnak nem-
csak zajelnyomó, hanem beszédtorzító hatása is van,
megfelelôen a beszéddel korrelált maradékjel-összete-
vô létezésérôl a 3. szakaszban leírtaknak. A módszer
mûködôképességét szemlélteti az alábbi, idôtartomány-
beli 2. ábra, mely -3 dB SNR és fehér zaj esetében ké-
szült. Amellett, hogy a módszer zajcsökkentô képessé-
ge szembeötlô, az ábrán a beszédtorzító hatás is jól ki-
vehetô.

5. Következtetések

Dolgozatunkban rekonstruált fázistérben mûködô zaj-
csökkentô eljárást ismertettünk. 

Az eljárás a dimenzióbeágyzásra épül és feltételezi,
hogy a beszéd és a zaj altér elfogadhatóan válaszha-
tó szét a dimenzióbeágyzás után kapott adatrendszer-
bôl számítható optimális ortonormált bázis által kifeszí-
tett euklideszi térben. Az említett ortonormált bázist az
adatrendszer kovarianciamátrixának sajátvektorai alkot-
ják, amit a Jacobi-eljárással számítottunk ki. Az adat-
rendszert a tisztítandó beszédszegmens periodikus ki-
terjesztésével alkottuk meg, eltérôen a szakirodalom-
ban található megoldásoktól. A mi módszerünk nem igé-
nyel tapasztalati súlyozómátrixot a beszédminta becs-
lésekor.

A programot egy magyar mondat zajosításával ka-
pott zajos beszéddel teszteltük háromféle zaj és hétfé-
le zajszint esetén. A javulást számszerûen is jellemeztük,
a paramétereket a tisztított beszéd meghallgatásával ál-
lítottuk be. Megállapítható, hogy a legjobb eredményt
körülbelül 100 ms hosszúságú szegmens, 50%-os szeg-
mensléptetés, Hanning-ablak, átlapolás és hozzáadás
típusú szegmentált feldolgozás, 20 dimenziós beágya-
zott tér, 1 minta beágyazási idôlépés és 7 dimenziós be-
széd altér esetén értük el. 

Ezek a vonatkozó szakirodalomban jelenleg megta-
lálható adatoknak jól megfelelnek, numerikus kísérlete-
ink alapján azt is mondhatjuk, hogy nemcsak fehér zaj,
hanem a nagyfrekvenciás csatorna zaja és rózsaszín
zaj esetén is. Ugyanakkor a közölt módszer fehér zajra
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Zajcsökkentés -3 dB SNR és fehér zaj esetében a táblázatban leírt paraméterek mellett 
(felül: eredeti bemondás, középen: zajosított beszédmintasorozat, alul: a zajcsökkentés utáni mintasorozat)



kidolgozott, a színes zaj elnyomása nem optimális, ah-
hoz fehérítô transzformáció beépítése is szükséges. 

További feladat a beágyazási dimenzió, az idôelto-
lás és a beszéd-altér dimenzió értékeinek automatikus
meghatározása, valamint ezek birtokában a zajcsök-
kentô eljárás módszeres tesztelése nagy beszéd-adat-
bázison.
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A szerzô ez alkalommal is megköszöni Gordos Gézának,
Németh Gézának és Tatai Péternek a segítséget 

és biztatást, amit beszédfeldolgozási célú 
algoritmusfejlesztési munkái során kapott.
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Fô érdeklôdési területe a gépi beszédfeldolgozás, a digitális jelfeldolgozás
és a jelfelismerés. Az elsô területen új beszédreprezentációk kidolgozásá-
val és a beszédjel zajból való kiemelésével foglalkozik, a második téma-
körön belül elsôsorban diszkrét ortogonális transzformációk jelfeldolgozá-
si alkalmazásaival, a sort a mesterséges neurális hálózatok jelfelismerési
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