
1. Bevezetés

A tudományos ûrkutatási programok jellemzôen nem-
zetközi együttmûködésben készülnek, a misszió során
használatos különbözô tudományos mûszerek, illetve
vezérlô és adatgyûjtô egységek fejlesztése párhuza-
mosan folyik, különbözô országok kutatóhelyein. Termé-
szetesen a fejlesztés során a különbözô fejlesztô rész-
legeknek nem állnak rendelkezésükre a máshol készü-
lô, szintén még fejlesztési stádiumban lévô komponen-
sek, noha a fejlesztés során erre, kiváltképp a vezérlô és
adatgyûjtô egységre nagy szükség van. Ennek a prob-
lémának a feloldása az úgynevezett elektronikus földi
ellenôrzôberendezések (Electrical Ground Support Equip-
ment – EGSE) segítségével történik. Az EGSE rendsze-
rek biztosítják a mûszer az ûrszondára szerelt tesztkör-
nyezetét, a különbözô komponensek interfészeinek szi-
mulációját a fejlesztés és minôsítés során. A Részecske
és Magfizikai Kutatóintézet (KFKI RMKI) már hosszú évek
óta részt vesz ûrkutatással kapcsolatos fejlesztésekben
és az intézethez kapcsolódóan az SGF Kft. is. A KFKI
RMKI elsôsorban fedélzeti részek, míg az SGF Kft. el-
sôdlegesen a földi ellenôrzôberendezésk fejlesztésé-
ben vállal szerepet. Az intézet és a kft az elmúlt húsz év
során több jelentôs feladatban való sikeres szereplése
révén jó tapasztalatra és jó referenciára tettek szert.

Az EGSE rendszerek rövid történelme és néhány
megvalósított, illetve megvalósítás alatt álló rendszer be-
mutatása után sorra vesszük az alkalmazott rendszer-
programozás technikai megoldásait, amelyek megköny-
nyítik a fejlesztési idôszakban még gyakran változó pa-
raméterek megjelenítésével kapcsolatos problémák mi-
nimalizálását és lehetôvé teszik az automatikus teszte-
lések futtatását.

2. Elektronikus földi 
ellenôrzôberendezések

Az elsô EGSE rendszerek még dedikált hardverbôl és
szoftverbôl épültek fel, majd az asztali számítógépek
számítási kapacitásának növekedésével lehetôvé vált

a PC-k alkalmazása mind a szimulációs, mind az adat-
gyûjtô alrendszer funkcióinak megvalósítására. A nyolc-
vanas években a PC-k ISA buszára kifejlesztett egyedi
illesztô kártyák szimulálták az ûrszondák különbözô je-
leit. Ekkor a PC erôforrásai maximálisan kihasználásra
kerültek, például a PC memóriája közvetlenül fogadta a
mûszer mérési adatát a közvetlen memória hozzáférés
útján. A PC ezen memóriatartománya volt egyben a meg-
jelenítés forrása is, a szoftverek a DOS rendszer alatt
készültek, így a grafikus megjelenítés biztosítása jelen-
tôs szoftvermunkát jelentett. 

Ebben az idôben készült a KFKI RMKI-ban a Szov-
jet Ûrügynökség Phobos szondájának több kísérleté-
hez, majd a jelenleg is a Szaturnusz környezetében mû-
ködô NASA Cassini szondájának két mûszeréhez az
EGSE. Napjainkban az inetgrált áramkörök viharos fej-
lôdése, valamint az operációs rendszerek javuló szol-
gáltatásai lehetôvé teszik a hatékonyabb EGSE-k lét-
rehozását, így lehetôvé válik funkcióinak fizikai szétvá-
lasztása is. A pontosabb eredmények érdekében az ûr-
eszközök szimulációját valós idejû beágyazott procesz-
szoros egységekkel valósítjuk meg, míg adatgyûjtésre,
adatfeldolgozásra, továbbá a felhasználói felület meg-
valósítására (Graphical User Interface – GUI) a széles
körben elterjedt sokfunkciós kereskedelmi számítógépe-
ket használjuk.

2.1. ASPERA
Az Európai Ûrügynökség Vénusz-kutató missziójá-

nak kapcsán, a VenusExpress ûrszonda ASPERA-4 tu-
dományos mûszerének kalibráló rendszerének auto-
matizálását vállalta a magyar fél. A feladat kapcsán egy
olyan rendszert kellett megvalósítani, amely a mûszer
kalibrációs folyamatát felügyeli. A feladatot megoldása
során egy elosztott intelligenciájú, három önálló beágya-
zott processzoregységet és egy kereskedelmi forgalom-
ban beszerezhetô számítógépet magába foglaló rend-
szer jött létre [3]. Az utóbbin Windows, míg a beágyazott
processzorokon valósidejû Linux operációs rendszer fut.
A beágyazott rendszerek feladata a kalibrációs környe-
zet vezérlése és a mérômûszer vezérlése, valamint a
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mért tudományos adatok összegyûjtése. A laptop vagy
asztali számítógép feladata a teljes rendszer felügyele-
te, felhasználói interfész biztosítása a kalibrációs folya-
mat felügyeletéhez és az összegyûjtött adatok vizuális
megjelenítése az eredmények kiértékeléséhez.

2.2. Plazma Hullám Mérôrendszer 
A nemzetközi ûrállomás orosz szegmensébe kerülô

Plasma Wave Complex (PWC) kísérlet kapcsán a ma-
gyarok feladata az érzékelôk adatgyûjtô rendszerének
és annak földi ellenôrzôberendezésének megtervezé-
se és implementálása volt. A PWC adatgyûjtô és vezér-
lô rendszere három számítógépbôl áll [4] (1. ábra). 

A kísérletben 11 tudományos mûszer vesz részt, ezek
az ûrállomás különbözô pontjain végeznek méréseket
és az eredményeket két az ûrállomás külsôoldalán lé-
vô beágyazott processzor ethernet TCP/IP kapcsolatán
át továbbítja a beltéri központi adatgyûjtô berendezés-
nek. A központi adatgyûjtô feladata az, hogy a mérési
eredményeket archiválja és a földrôl érkezô parancso-
kat a mûszereknek továbbítsa. Az EGSE faladata a fej-
lesztés korai szakaszában a még el nem készült tudo-
mányos berendezések interfészeinek szimulációja, ké-
sôbbi szakaszokban, pedig a rendszer egységszintû és
integrációs tesztelésének támogatása. A fejlesztendô
rendszerek között itt is megtalálható egy kereskedelmi
számítógép, amelynek a feladata, hogy grafikus felhasz-
nálói felületet biztosítson a rendszer vezérléséhez, illet-
ve a tudományos adatok megjelenítéséhez.

2.3. BepiColombo
A BepiColombo az európai ûrügynökség Merkurt ku-

tató missziója. A projekt kapcsán az intézet feladata az
ûrszonda Planetary Ion CAMera (PICAM) mûszeréhez
EGSE rendszer implementálása. Az EGSE feladata a
kamera üzemmódjainak és pozíciójának vezérlése, va-
lamint a mûszer által készített képek fogadása és archi-
válása. Az EGSE rendszerekben folyó kommunikáció
aszimmetrikusságára jellemzô módon az EGSE-tôl a ka-
mera irányában folytatott kommunikáció (parancsok vagy
telecommand) sávszélessége várhatóan kisebb lesz mint
4 kbit/sec, míg ellenkezô irányban (mérési eredmények
vagy telemetria) 30 és 675 kbit/sec között változhat az
adatforgalom, a Földtôl való távolság függvényében.

A fejlesztés alatt álló rendszer, a már elkészített ar-
chitektúratervek szerint, egy beágyazott és egy kereske-
delmi számítógépbôl fog állni. A korábbi rendszerekhez
hasonlóan itt is a beágyazott rendszer feladata, hogy
a mûszer felé az ûreszköz interfészének a szimulációját
végezze, a számítógép feladata az adatmegjelenítés
és a felhasználói felület biztosítása a vezérléshez. A
számítógép és a beágyazott rendszer közti kommuni-
káció etherneten keresztül zajlik, a tudományos mûszer
és a beágyazott rendszer között pedig SpaceWire szab-
ványú interfészen folyik a kommunikáció. A SpaceWire
szabványt implementáló interfész kártya és annak real-
time linux drivere a csoport munkatársainak fejlesztése.
Ez gyakorlatilag készen van, a további feladat az alkal-
mazói szoftverek tervezésének, fejlesztésének folytatása.

3. EGSE rendszerek fejlesztésének 
programozás-technikai aspektusai

Az EGSE rendszerek implementálása kapcsán felme-
rülnek programozástechnikai kérdések is, mint például
a rendszer párhuzamossága, megbízhatóság, valóside-
jû mûködés. A továbbiakban ezen aspektusokból kerül
bemutatásra az EGSE rendszereknél alkalmazott fej-
lesztési metodika.

EGSE rendszerekben a kiszolgálás minôsége szem-
pontjából többféle adatfolyamot lehet megkülönböztet-
ni. Elsô és legfontosabb a nagytömegû, valós idôben
érkezô, tudományos mérési eredményeket hordozó adat-
folyam. A tudományos adatfolyam kezelés közben adat
nem veszhet el, hiszen ez késôbb lehetetlenné tenné
az adatok kiértékelését, feldolgozását. Ezeknek a ke-
zelése magában foglalja a kiszolgálásukat és archivá-
lásukat. A földi parancsokat tartalmazó adatfolyam prio-
ritása magas, de adattartalma kevés, kismértékû vára-
koztatás, késés nem okoz problémát. 

Az adatok feldolgozása, megjelenítése az egyik leg-
alacsonyabb prioritású feladat egy EGSE rendszerben.
Ennek oka, hogy egyrészt számításigény szempontjá-
ból ez a legmegterhelôbb feladat, lévén a nagytömegû
beérkezô adatfolyamon kell végrehajtani és a grafikus
megjelenítés, a különféle számítási feladatok idôigénye-
sek. Másrészt a veszteségmentes archiválásnak köszön-
hetôen, késôbb ‘off-line’ módon elvégezhetôek ezek a
mûveletek a tudományos adatokon. Az utolsó funkció,
ami adatfolyam kezelést igényel a rendszer és a tudo-
mányos mûszer belsô állapotainak illetve az események-
nek a naplózása, ez nem tartalmaz számottevô meny-
nyiségû adatot.
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1. ábra  
A PWC EGSE rendszerének vázlata



3.1. Elosztott feldolgozás
Az EGSE rendszerek feladata kettôs, egyfelôl valós

idôben kell adatgyûjtést és beavatkozást végezni egy
olyan környezetben, mely szigorú ütemezési követelmé-
nyeket támaszt a rendszerrel szemben. Másfelôl a ve-
zérlésbe való beavatkozáshoz, illetve az eredmények
megjelenítéséhez egy grafikus felületet kell biztosítani
a felhasználó felé. A grafikus megjelenítés, adatok ar-
chiválása, felhasználói interakciók fogadása nehezen
összeegyeztethetô egy valós idejû, szigorú ütemezés-
sel, így az implementált EGSE rendszerek minden eset-
ben legalább két komponensbôl állnak. A befolyásolt,
megfigyelt környezettel közvetlenül kapcsolatban álló
rész valósidejû operációs rendszert futtató beágyazott
processzorkártyás komponensekbôl áll, míg a grafikus
megjelenítést egy asztali számítógép végzi. A párhuza-
mos feldolgozást végzô egységek egymással lazán csa-
toltak, köztük régebben sorosporti, újabban a növekvô
sávszélesség igény és rugalmasság miatt TCP/IP proto-
koll fölötti kommunikáció zajlik.

A feladat komplexitásától függôen egy vagy több
beágyazott komponens kerül alkalmazásra. A beágya-
zott egységek real-time linux operációs rendszeren fu-
tó, a konkrét feladathoz dedikáltan fejlesztett szoftvert
futtatnak. Az alkalmazott operációs rendszer, már meg-
lévô valósidejû-linux kernel modulokból, az intézetben
került kialakításra, maximálisan szem elôtt tartva a vele
szemben támasztott követelményeket és a futási kör-
nyezetet.

3.2. Adatátvitel
Az jelenlegi EGSE rendszer komponensei között az

adatátvitel minden esetben egy adott fizikai rétegen,
TCP/IP fölött implementált, dedikált kommunikációs pro-
tokoll szerint történik. A fizikai réteg lehet „hagyományos”
utp-kábeles, fényvezetôkábeles vagy vezetéknélküli át-
vitel is. Az EGSE és a befolyásolt környezett közötti kom-
munikációt mindig az utóbbi interfésze határozza meg,
ennek teljes mértékben meg kell egyeznie az ûreszköz
megfelelô kommunikációs protokolljával. Ezen kommu-
nikációs protokollok között egyaránt megtalálhatóak a
hagyományos RS-232 sorosporti kommunikációs proto-
kollok, a SpaceWire implementációk és újabban már az
autóiparból átvett CAN busz feletti kommunikációs pro-
tokollok is.

Az adatátvitelre jellemzô az aszimmetrikusság, azaz
jellemzôen a ‘downlink’ (ûreszköz felôli) irányban nagy-
ságrendekkel nagyobb a forgalom, mint ‘uplink’ irányban
(a felhasználói felülettôl az ûreszköz felé). Az ûreszköz
felôl érkezô adatok lehetnek tudományos mérés ered-
ménye (tudományos adatok) valamint a mûszer belsô
állapotait leíró adatok (HK vagy house-keeping adatok).
Ezeket az adatokat vesztességmentesen kell eljuttatni
a felhasználónak megjelenítés és archiválás céljából.

3.3. Grafikus kezelôi felület (GUI)
A grafikus kezelôi felület egy program, amely jellem-

zôen Windows operációs rendszer alatt fut az asztali
vagy hordozható számítógépen. Feladata az, hogy a fel-

A földi ellenôrzô berendezésekben alkalmazott...
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2. ábra
LabWindows/CVI-jal

összeállított 
kezelôfelület a PWC

EGSE projekthez



használót folyamatosan tájékoztassa a felügyelt rend-
szer és a teljes EGSE rendszer aktuális belsô állapotá-
ról, valamint beavatkozást biztosítson a vizsgálat alatt
álló mûszer mûködésében. A GUI feladata, hogy a tu-
dományos mûszertôl érkezô adatokat megjelenítse, il-
letve archiválja. Az aktuálisan futó projektekben a ke-
zelôfelület feladatköre egy újabb jelentôs funkcióval, a
szcenáriókészítéssel bôvült, ami lehetôvé teszi, hogy
egy adott forgatókönyvnek megfelelô felhasználói in-
terakció sorozat rögzítésre kerüljön és késôbb vissza-
játszható legyen.

3.3.1. Fejlesztôkörnyezet
A beágyazott rendszeren futó alkalmazások fejlesz-

tése általában linux környezetben, karakteres szöveg-
szerkesztô és gcc használatával történik. A GUI prog-
ram fejlesztésére a National Instruments cég LabWin-
dows/CVI terméke került kiválasztásra, a sokrétû grafi-
kai szolgáltatása miatt. Az elmúlt évek során az EGSE
rendszerek kezelôi felületének fejlesztése során min-
den elvárásnak megfelelt. Grafikus komponenseinek kö-
szönhetôen hatékonyan támogatja úgy a tudományos
adatok megjelenítését, mint a különbözô portokon ke-
resztül (hálózat, sorosport stb.) történô kommunikációt,
valamint a többszálú programozást. A fejlesztô eszköz
egy ANSI C alapú programozási környezetet és egy egy-
szerûen kezelhetô, ablakok összeállítására alkalmas gra-
fikus szerkesztôt biztosít.

3.3.2. Adatgyûjtés, megjelenítés
Az intézetben implementált EGSE rendszerekben

az adatgyûjtés és megjelenítés minden esetben az ál-
talános célú számítógép (jellemzôen Windows-t futtató
gép) feladata. A nagymennyiségû beérkezô adat fel-
dolgozása idôigényes feladat, míg a fogadásnak min-
denképpen vesztességmentesnek kell lennie. A felada-

tok összeegyeztetéséhez többszálú program kerül im-
plementálásra, ahol egy dedikált, minden feldolgozási
folyamattól mentes külön szál (thread) végzi a TCP/IP
kapcsolat kezelését, az adatok fogadását és a feldol-
gozó szál(ak)nak való továbbítást. A megjelenítést kü-
lön programszálak végzik, a szálak közötti kommuniká-
ció a fejlesztôkörnyezet által felkínált, kifejezetten a pár-
huzamos elérés problémáit kiküszöbölô, úgynevezett
szálbiztos üzenetsorokon (thread safe queue) keresz-
tül történik. A 3. ábra a szálak közötti adatátvitelt vázol-
ja. A beérkezô adatot a TCP/IP kezelô szál fogadja és
behelyezi a megfelelô pufferbe a csomag típusától füg-
gôen. A pufferbe kerülô adat egy eseményt generál, en-
nek hatására a pufferhez regisztrál úgynevezett ‘call-
back’ függvény fog lefutni, a neki megfelelô feldolgozó
szálban.

A 4. ábra a megjelenítést végzô számítógép és a
beágyazott számítógép közötti TCP/IP kapcsolat létre-
hozását szemlélteti. A kapcsolat létrehozásakor egy új
programszál jön létre, ebben fog futni minden a kommu-
nikáció fenntartásáért felelôs metódus. A szál feladata
az, hogy fogadja az adatokat, valamint hogy a megfe-
lelô adatfeldolgozó szálnak továbbítsa. További fontos
feladata, hogy fogadás után ellenôrizze az adatcsomag
konzisztenciáját, ami többnyire egy jól ismert bájtszek-
vencia (szinkronizációs minta) keresését és a csomag-
hossz ellenôrzését foglalja magában. Minden érvényes
csomag, a fejlécének egy adott értéke alapján a meg-
felelô pufferbe kerül további feldolgozásra.

A szolgálati adatok (hômérséklet, áramfelvétel, fe-
szültség, állapotok) feldolgozása, azaz olvasható formá-
ban, a fizikai egységeinek megfelelô mértékegységben
való átalakítása egy adott szolgálati adatcsomaghoz
tartozó külsô leírófájl alapján történik. Ez a programrész
tulajdonképpen egy több leírófájl alapú interpreter.

A fejlesztett EGSE rendszerek általában lehetôvé
teszik, hogy hozzájuk további adatkiértékelô modulok
csatlakozhassanak. Ennek eredménye, hogy a tudo-
mányos mûszer fejlesztôi által a mûszerbôl érkezô ada-

tok feldolgozásához implementált
modul képes az EGSE rendszeren
keresztül csatlakozni a mûszerhez,
parancsokat küldeni és fogadni. Az
EGSE rendszer ekkor transzparens
a külsô feldolgozómodul számára.

3.3.3. Felhasználói interakció 
szekvenciák rögzítése
A felhasználó által a grafikus fe-

lületen végrehajtott interakció-soro-
zat rögzítésének két fontos célja van.
Egyfelôl egy adott forgatókönyvhöz
illeszkedô, elmentett szekvenciák ké-
sôbb tetszôleges idôben-, akárhány-
szor visszajátszható, a mérés, tesz-
telés, kalibráció megismételhetô lesz.
Másrészrôl az elmentett szekvencia
dokumentálja a szcenárió végrehaj-
tását. Az igények, célok figyelembe-
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3. ábra
Szálak között i  kommunikáció 
‘thread safe queue-k’ használatával



vételével a szekvenciák egy XML alapú szöveges fájl-
ban kerülnek tárolásra [1,2]. Az XML szkript fájlok nyelv-
tana a mindig egy adott feladathoz, dedikáltan készül el.
Az 5. ábrán egy ilyen szekvencia leíró (szkript) fájl rész-
lete látható. Az XML fájlok írá-
sa és olvasása egy Xerces-
C++ alapú DOM olvasót im-
plementáló modul segítségé-
vel történik, a nyelvtan mega-
dásához, bonyolultságtól füg-
gôen, XSD vagy DTD került
felhasználásra.

3.4. Adatleíró réteg
Az utóbbi idôben egyre na-

gyobb hangsúlyt kapott a fej-
lesztésekben, hogy az imple-

mentál rendszerek mûködésük során felhasznált, illet-
ve elôállított adatok olvashatóan, platformfüggetlen mó-
don kerüljenek leírásra. Ezen adatok lehetnek például
a korábban tárgyalt forgatókönyveket leíró szkriptfájlok,

A földi ellenôrzô berendezésekben alkalmazott...
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5. ábra  
Részlet egy XML szkript fáj lból



vagy szimuláció esetén a szimulálandó egységek modell-
jeit leíró fájlok, valamint a különféle konfigurációs, struk-
turált adatmegjelenítést leíró fájlok. Az adatok fenti kri-
tériumok szerinti ábrázolására az XML nyelv került kivá-
lasztásra [5]. 

Implementálásra került egy modul, mely XML olvasó
és író metódusokat tartalmaz, továbbá lehetôséget biz-
tosít az XML társtechnológiának a hatékony kihaszná-
lására [6,7]. Ezek lehetnek a konkrét nyelvtan ellenôr-
zésére, vagy XSLT transzformációk elvégzésére a több-
szintû leírás kialakítására. A többszintû adatleírás szük-
ségességét az ember szempontjából való jól olvasható-
ság és a gép számára könnyen feldolgozhatóság közöt-
ti esetleges hézag, illetve a rugalmas felhasználás indo-
kolja. Ennek köszönhetôen a modul forráskódja nagy-
mértékben független lesz a felhasználási környezettôl,
csak a szükséges transzformációkat tartalmazó fájlokat
kell megadni.

4. Összefoglalás

A cikkben bemutatásra került, hogy az ûrkutatásban hasz-
nálatos földi ellenôrzôberendezések fejlesztése kap-
csán milyen programozástechnikai kérdések merülnek
fel, és hogy ezek a kérdések miként lettek feloldva a te-
rületen szerzett sokéves tapasztalatnak köszönhetôen.
Írásunk elsô része az EGSE rendszerek általános jel-
lemzését, majd a KFKI RMKI és az SGF Kft. jelenlegi
fejlesztési munkáit foglalta össze.

Köszönetnyilvánítás

A bemutatott eredmények a Magyar Ûrkutatási Iroda, 
az ESA PECS irodája valamint az MTA támogatása

alapján jöhettek létre. 
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