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[6nbdztethetlink meg. Az elsé hullamnak tekint-

het6 tudomanyos gridek példai az eurépai EGEE
grid rendszer [1], illetve ennek magyarorszagi verzioja,
a HunGrid [2], melyben eredetileg a SZTAKI és az RMKI
jatszottak a f6 szerepet, de mara mar a BME, az ELTE
és az NIIFI is biztosit hozza eréforrasokat.

Az EGEE projektet és a HunGridet mutatja be célsza-
munk elsé cikke, amit Karasz Edit irt. A HunGrid mellett
Iétre jott a magyar ClusterGrid [3] is az NIIF gondozasaban.
Egy masik jelents nagy eurdpai projekt a SEE-GRID [4],
amely a délkelet-eurdpai orszagok kdzds gridrendszerét
kivanja létrehozni. Errél a projektrdl és eredményeirél sza-
mol be Kozlovszky Miklds és szerzétarsainak cikke. Ezek
a gridek ma mar stabil szolgaltatast nyljtanak, de csak
korlatozott szamu PC bevonasara képesek. A két fent em-
litett magyar tudomanyos gridben példaul egyittesen mint-
egy 1700 PC van 0sszekétve.

A masodik hullam a vallalati gridrendszerek kiépitését
jelenti. A vilagszerte megfigyelhet6 tendencianak megfele-
I6en hazankban is megjelent az els6 vallalat (AMRI), amely
elkezdte sajat belsd gridrendszerének kiépitését és az
els6 halozati szolgaltaté (Econet), amely grides szolgalta-
tas kiépitésén dolgozik. A harmadik hullam a szolgalta-
toi (kdzmd) jelleg megjelenése lesz. Ez a hullam még nem
kezd6dott el, az ehhez sziikséges K+F projektek jelenleg
alakulnak, vagy indulnak szerte a vilagban.

A tudomanyos szamitasokat tamogaté gridrendsze-
rek eredeti torekvése az volt, hogy barki eréforrast tud-
jon felajanlani a grid rendszerek szamara, illetve eréfor-
rast tudjon onnan szerezni dinamikusan, igény szerint,
minél tdbb erbforras bevonasaval. Sajnos az eredeti cél-
kitlizés nem valosult meg teljes mértékben. Jelenleg két
egymastol jelentds mértékben eltérd iranyzat figyelhet6
meg a tudomanyos grid rendszerek fejlédésében.

Az els6 iranyzat arra térekszik, hogy olyan grid szol-
galtatast hozzon létre, ami a felhasznalok szamara sta-
bilan, szolgaltatasként érhetd el. Egy eréforras grid er6-
forrassa alakitasat grid-szoftverrendszerek feltelepité-
sével érik el, amelyek bonyolultak, telepitésiik és kar-
bantartasuk komoly szakértelmet igényel. Ennek ered-
ményeképpen a grid eréforrasait nem egyének, hanem
intézmények biztositjak, amelyek professzionalis rend-
szergazdakat alkalmaznak és ezzel garantaljak a grid
magas szintl rendelkezésre allasat. llyen rendszerekre
példa a legnagyobb eurépai grid, az EGEE Grid (és an-
nak magyar verziéja a HunGrid), vagy az Egyesiilt Ki-
ralysagban alkalmazott Nemzeti Grid Szolgaltatas [5],

B grid rendszerek fejl6désében harom hullamot k-
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illetve a magyar ClusterGrid, amit az NIIF (zemeltet. Az
eredeti célkit(izésbdl tehat nem teljesll az a kitétel, hogy
barki er6forrast biztosithat a grid szamara, igy ezért a
grid eréforrasok szama meglehetésen korlatozott. (A vi-
lag legnagyobb ilyen gridjében, az EGEE Gridben is csak
korulbelll 40 ezer PC van 6sszekodtve.) Ugyanakkor bar-
ki hasznalhatja az ilyen gridek er6forrasait, ha sikeresen
beregisztralt egy adott grid engedélyezési hatésaganal
és onnan egy grid-jogositvanyt kapott. A jogositvany-
nak kiemelt szerepe van a tudomanyos gridek bizton-
sagtechnikajaban. Az ehhez kapcsolddé grid biztonsa-
gi kérdéseket részletezi K6vari Kalman cikke.

A méasodik iranyzat, az ugynevezett desktop grid (DG)
technoldgia, az els6 iranyzatnak épp a komplemense az
eredeti célkitlizések tekintetében. Ez az iranyzat lehe-
tévé teszi, hogy barki eréforrast allokaljon a grid szama-
ra, de jelentdsen korlatozza a gridet hasznosit6 felhasz-
nalék szamat. Ennek az iranyzatnak az egyik kdzismert
példaja a SETI Grid rendszer [6], ahol kb. 1,5 millié6 PC-t
hasznalnak. A SETI és tébb, az egész vilagra kiterjed6
publikus DG projekt (EINSTEIN@home, LHC@home
stb.) a BOINC technoldgiat [7] alkalmazza, akarcsak a
SZTAKI Desktop Grid [8], melynek publikus verzija egy,
az ELTE altal kifejlesztett matematikai alkalmazas [9] veg-
rehajtasaba vont be tébb mint 27 ezer szamitégépet a
vilag szamos orszagabdl.

Ugyanakkor a publikus DG rendszereket nem hasz-
nalhatja akarki, hanem egy, vagy néhany nagy projekt
szamara biztositanak extra szamitasi kapacitast. Azaz
éppen azok, akik a PC-juket felajanljak, nem profitalnak
a rendszer hasznalatabdl. Ezt az ellentmondast prébal-
ja feloldani a Jedlik Anyos projekt [10], melynek kereté-
ben az Econet munkatarsai olyan lzleti modellt prébal-
nak kidolgozni a desktop gridek alkalmazasaban, ami
lehet6vé teszi a PC donorok jutalmazasat is. Ugyancsak
ennek a projektnek a keretében a SZTAKI olyan meg-
oldast igyekszik kidolgozni, melynek segitségével a lo-
kalis desktop gridrendszerek hierarchiaba szervezhetdk.
Az ehhez sziikséges U] (itemezési megoldasokat mutat-
ja be Farkas Zoltan cikke.

A desktop gridrendszerek kutatasaban és fejleszté-
sében két magyar intézmény is a nemzetkdzi élvonalban
talalhaté. Az Econet kiemelten biztonsagos globalis desk-
top gridrendszere mar a kilféldi vasarlék figyelmét is
felkeltette. A SZTAKI Desktop Grid hierarchikus verzié-
ja pedig a BOINC fejleszt6k figyelmét vonta magara, ki-
sérleti felallitasa mar két hazai vallalatnal is megtértént,
fogadtatasa mindkét helyen igen kedvez§ volt. A SZTAKI
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nemzetkdzi elismertségét mutatja ezen a terlileten, hogy
a 2008 januarjaban kezd6d6 EDGeS (Enabling Desktop
Grids for e-Science) EU FP7 projektet koordinalja. Az ED-
GeS célja épp a fent emlitett kétféle grid rendszer integ-
ralasa egyetlen nagyteljesitményi rendszerbe [11].

A feladatok elosztasa a gridben komoly kihivast je-
lent, mivel a kilénbdz8 tudomanyos gridek egymastol
szeparaltan mikdédnek és nem képesek egy altalano-
san elfogadott szabvany mentén kdlcsénds egyittmu-
kédésre. Ennek a problémanak a megoldasara mutat
példat Kertész Attila cikke, melyben a szerz8 egy gridek
feletti Meta-Brékert mutat be, ami lehetévé teszi a felada-
tok elosztasat nemcsak egy griden beliil, hanem tébb
grid kozott is.

A grid rendszerek elérésében fontos szerepet jatsza-
nak a grid portalok. A SEE-GRID hivatalos portélja a
SZTAKI altal kifejlesztett P-GRADE (lasd Kozlovszky és
tarsainak cikkét), ami egy altalanos célu portal [12], ma-
gasszintl grafikus workflow alkalmazasok gyors létreho-
zasat és grides futtatasat tamogatja, elrejtve az aktualis
grid specifikus tulajdonsagait. A P-GRADE portél a leg-
elterjedtebb grid technolégiakat tAmogatja (GT2, GT4,
LCG-2, glLite), sét lehetévé teszi, hogy egy workflow al-
kalmazas kilénb6z8 tevékenységei egyidejlileg tébb
kiilénb6z6 tipusu gridben is futhassanak [13]. Ezen az
elven alapul a P-GRADE GIN VO Resource Test Portal
[14], ami az OGF GIN (Grid Interoperability Now) munka-
csoportja szamara biztosit egy olyan megoldast, mellyel
a legkuldénbézdbb gridrendszerek erdforrasai egyidejlileg
tesztelheték. Ez a HunGrid hivatalos portélja is, amit az
ELTE biztosit szervizszinten a magyar felhasznalok sza-
mara [15]. Pasztuhov Daniel és szerzbtarsai egy masik
GridSphere-alapu [16] portalt mutatnak be cikklkben, ami
egy konkrét alkalmazas tdmogatasara lett Iétrehozva a
BME-n, ugyanakkor olyan eszkdzoket biztosit, mellyel
mas alkalmazasok tdmogatasahoz is igazithaté.

Alkalmazasok nélkil a grid nem sokat érne, igy a mi
célszamunk sem lehetne teljes. Kozlovszky Mikids és tar-
sai két magyarorszagi példat is mutatnak, melyek a SEE-
GRID projekt keretében lettek kifejlesztve. Az els6 egy
e-piactér, a masodik egy mérndki alkalmazas. Pasztuhov
Daniel és tarsai pedig egy vasbeton hidgerendak tér-
beli alakvaltozasainak szamitasara szolgalé grides al-
kalmazast irnak le. Az ilyen alkalmazasok grides tamo-
gatasara a BME a Saleve rendszert, a SZTAKI pedig a
P-GRADE portalt fejlesztette ki. A Saleve rendszert rész-
letesebben Débé Péter és szerzbtarsainak irasa targyal-
ja. A harmadik grid-alkalmazas, amit Addm Rita és Ben-
csik Attila cikke mutat be, a meteoroldgiai valtozok és a
levegében jelenlévd pollenkoncentracié kozétti kapcso-
latot keresi és elemzi az allergias betegek érdekében.

Célszamunk természetesen nem térekedhetett tel-
jességre. Ezzel egylitt reméljlk, hogy a kedves olvaso
Otleteket talal arra nézve, hogyan kezdheti el alkalmaz-
ni a magyar és nemzetkdzi grid rendszereket nagysza-
basu feladatainak megoldasa érdekében.

Kacsuk Péter vendégszerkeszté
MTA SZTAKI
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Az EGEE2 (Enabling Grids for E-sciencE 2) célja egy nemzetkézi kutatdi grid kialakitasa és fejlesztése. Magyarorszdg évek
Ota szerepet vallal az infrastruktira sejtjeit képezb klaszterek, vagy tgynevezett dllomdsok lizemeltetésével és felhasznaldi
programok fejlesztésével. Cikkilinkkel egy révid attekintést szeretnénk nydujtani a projekt céljairél, mikddési struktirajardl,

és a hazai szerepvallaldsrol.

1. Az EGEE bemutatasa

Az EGEE —teljes nevén Enabling Grids for E-sciencE —,
az egyik legnagyobb befektetéssel jard és legtébb or-
szagot megmozgaté Eurdpai Unids projekt [3]. A pro-
jekt célja, hogy alkalmassa tegye a grid technologiakat
az E-kutatads szamara. Ezzel a megfogalmazéassal rég-
tén két Ujabb fogalmat is nyertiink, az EGEE létrejotté-
nek kulcsgondolatait; azaz mi az a grid és mit takar az
E-science?

Manapsag a kutatasok szerves részét képezik a ki-
I6nb6z6 szamitastechnikai alkalmazasokra épil6 tesz-
tek, szimulaciok, illetve az adatok jol szervezett tarola-
sara, visszakeresésére és biztonsagos meg6rzésére ki-
alakitott struktdrak. A cél nem mas, mint nemzetkdzi
szinten 6sszefogni a kutatasokat, és megosztani egy-
massal a kutatasi eredményeket. Ennek természetes
kdzvetit6 kdzege az internet. Interneten 6sszekapcsolt
adatbazisokkal és felhasznal6i szoftverek segitségével
tavoli kutatéintézetek munkai 6sszefonédhatnak, nem-
zetkdzi egylttm(kddések alakulhatnak ki. A mérési ered-
mények megosztasaval lehetévé valik a parhuzamos
kutatas ugyanazon eredmények alapjan. E-science (E-
tudomany) alatt azokat a nagy mennyiség( adattal dol-
goz6, nagy szamitasigény( és kiterjedt egylttmiikddést
kivané kutatasokat értjik, amelyek csak hatalmas, te-
riletileg is elosztott hal6zatokba kotott eréforrasok se-
gitségével végezhetdk.

A grid sz szamitdgépes értelemben elészér lan Fos-
ter és Carl Kesselman ,The Grid: Blueprint for a new
computing infrastructure” [1] cim({ munkéajaban jelent meg
az 1990-es évek elején. Azéta a szuper-szamitastech-
nika egyik alapfogalmava nétte ki magat, a klaszterek
és az 6nallé szuperszamitégépek mellett. A markans
kulénbség a fizikai kiterjedésben lelhet6: mig egy szu-
perszamitégép manapsag néhany szekrény méretével
ér fel, egy klaszter egy gépteremben elfér, addig egy ki-
sebb grid 6sszefogas is legalabb orszagos méretl. Az
esetek tébbségében a grid lokalis gocait képez6 éllo-
masok (site) a nyilvanos interneten keresztiil kommuni-
kalnak egymassal, bar meg kell jegyezni, hogy egyre
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tobb a dedikalt, illetve akadémiai halézatra csatlakozé
allomas a mai grid implementaciokban.

Osszeallitas szempontjabél egy intézetnek olcsébb
Iétrehozni egy zart klasztert, mint egy grid allomast. Mig
az elébbi esetben csak a szamolast végz6 munkagé-
pekre (workernode) és az (itemezd gépre (scheduler) van
szlikség, az utdbbi néhany extra funkciét is igényel, to-
vabba tavolrél valamilyen szinten mindenképpen elér-
hetének kell lennie. Mig egy zart rendszerben nincs
szlikség tul er6s biztonsagi intézkedésekre, hiszen az
akar a vilaghalérél levalasztva is miikédhet, a grid allo-
masokon toébbnyire sziikség van egy biztonsagi szakér-
tére is. A grid rendszergazda feladatkére is rendkivil
szerteagazo, hiszen a vilagméretl rendszer fejleszté-
seit naprakészen kovetnie kell, hogy az allomas gépe-
in futé grid szolgaltaté programcsomag (grid middlew-
are) mindig a lehetd legfrissebb legyen.

Az alloméasnak nagyobb a létrehozasi és a fenntar-
tasi kéltsége is, mint a hagyomanyos klaszterek eseté-
ben — ez utébbiak kihasznaltsaga viszont korantsem op-
timalis: a felhasznalok kére sokkal szlikebb, és egyes
id6szakokban az eréforrasok nincsenek kihasznalva. A
kompatibilis szolgaltaté programcsomagot futtaté allo-
masok viszont képesek egymas kdzétt is elosztani a
munkat. Ezt az elosztast killén erre a feladatra dedikalt,
ugynevezett eréforras-elosztd (resource broker) gépek
végzik. Es mivel ez a szolgaltatds sem kdzpontositott,
ezért gyakorlatilag barmelyik allomaés kiesését képes el-
viselni a teljes rendszer, Uzemzavar nélkil. Ennek az
igazi értéke azok szamara lehet nyilvanvald, akik mar
jartak ugy, hogy hatarid6 el6tti utols6 napra lett meg
végre minden adat a futtatdshoz és aznap éppen allt a
helyi klaszter.

A globalis mércének még egy nagy elénye van: ha
én pillanatnyilag nem futtatok, de valaki a vilag masik
sarkaban éppen most szeretne sokkal nagyobb mun-
kat kiszamoltatni, mint amit az 6 helyi kapacitasa elbir-
na, nyugodtan hasznalhatja az én Ulresen allé alloma-
somat is. Ez a modell nagy Iéptékben, sok felhasznald
esetén nagyon szép, egyenletes viselkedést mutat. igy
a kihasznaltsagot is figyelembe véve egy grid rendszer
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megfeleléen szervezve gazdasagosabb tud lenni, és
sokkal nagyobb &sszkapacitast tud nydjtani, mint sok
kisméret( klaszter.

Egy grid rendszer legnagyobb részét a szamitasi ka-
pacitast képez6é munkagépek teszik ki. Ezek gyakorla-
tilag egy homogén szoftverkdrnyezetet nyujtanak egy
ingyenes vagy kommercidlis operacios rendszer felett,
amely a grid itemez8 programjanak kliens-oldalat fut-
tatja. A felhasznal6-kezelés mar az operacioés rendszer
keretén belll térténik, nincs kilén azonositasi rendszer,
egyedil a szamitasi vezérl6 (Computing Element, CE)
gép IP-cimét kell ismernilik, hogy onnan fogadjak a fut-
tatasi informacidkat, és oda kiildjék a jelentéseket.

A szamitasi vezérlé a kdzponti (itemez6 az alloma-
son, ez ellenérzi az elkildott feladatok (job) tulajdono-
sanak digitalis személyazonossagat és jogosultsagat
az allomason valo futtatasra, kildi ki a gépekre a fela-
datokat terhelés szerint elosztva, dsszegydijti a futtata-
sok eredményeit és tovabbitja kifelé, a megrendel6héz.

A megrendel§ ilyen értelemben az eréforras elosz-
t6. Ez a tipus mar nem szerves tartozéka egy kisebb al-
lomasnak, elég néhany bel6le tdébb allomasnak. Fela-
data, hogy a felhasznaldi kliensekrdl (User Interface, Ul)
gépekrél bekildétt feladatokat fogadja, a szamitasi ve-
zérl6k altal sugarzott informéacidk alapjan nyomon ko-
vesse, hogy mely allomasok lzemképesek, kivalasztva
ezek kdzll azt, ahova az adott feladatokat kikuldje, a
felhasznalét mindig ellassa friss informaciéval a felada-
tanak allapotardl, illetve ha a feladat terminal, a futas
eredményét, vagy hibas mikédés esetén hibalizenetet
eljuttassa hozza. Ez a harom szolgaltatas-tipus telje-
sen altalanos, de még néhany szolgaltatas sziikséges
ahhoz, hogy a rendszer teljesen (izemképes legyen.

A tovabbiakban hasznalt fogalmak mar az EGEE
grid megval6sitasara vonatkoznak. A BDII szerverek (Ber-
keley Database Information Index) LDAP (Lightweight
Directory Access Protocol) cimtarkezel§ eljaras segitsé-
gével lekérdezhet6 adatbazisok, melyek a kilénb6z6
szamitasi vezérl6krél gylijtenek informéacidkat és ezt az
informaciét bocsatjak az eréforras elosztdk rendelkezé-
sére. Az EGEE rendszerében megjelenik még a MON
(Monitor) géptipus, amelynek feladata a megfigyelés és
adatgydjtés a futtatott feladatok szamarél, processzor-
és mem©riaigényérdl, futasi idejérél stb. Ennek az infor-
macionak késébb az elszamolasnal igen nagy jelent6-
sége lesz, hiszen a virtualis szervezetek kvotai ponto-
san ezekre az adatokra éplinek.

Az adatorientalt grid rendszerek kevésbé valtozatos
struktdrajuak. Egy kézponti diszk-szerverbdl (Storage
Element, SE) és esetlegesen ehhez csatlakoz6 diszk-
tarakbol all az allomas, amelyhez vagy allomasonként,
vagy régiénkeént, esetleg centralisan tartozik néhany ka-
talégus szerver is. Ez lehet fajl-, replika-, vagy teljes logi-
kai katalégus. Feladata minden esetben, hogy nyomon
kdvesse az oriasi mennyiségd, tébb példanyban eltarolt
adatokat és kénny(i hozzaférést biztositson ezekhez.

Ha az adatorientdlt és a szamitasi gridet kombinaljuk,
akkor célszeri allomasonként lizemeltetni egy BDII szol-
galtatot, ami kapcsolatban all az ugynevezett kdzponti

BDII szerverekkel, igy az er6forras elosztdk egységes
forrasbol tajékozddhatnak mind a szamitasi kapacitas,
mind pedig az adattarolé szolgéaltatdsok tekintetében.

2. Az EGEE2 torténete

Az EGEE?2 fennallasa 6ta tébb nagy kisérlet infrastruk-
tlrajat olvasztotta magaba. A legfontosabb ezek koziil
a CERN (Conseil Européen pour la Recherche Nucléaire,
Europa Részecskefizikai Kutatélaboratérium) ami jelen-
leg gigantikus méretl részecskegyorsitojat, az LHC-t
(Large Hadron Collider—Nagy Hadron Utkdztetd) épiti [3].
Ezzel a tudomanyos kutatas egyik nagy problémajat old-
jak meg, ugyanis jelenleg a kisebb kutatéintézetek nem
bévithetdk tovabb, nincs anyagi fedezet egy ekkora tu-
domanyos befektetésre, viszont nemzetkdzi dsszefogas-
ban mindez megvalésithat6. Az LHC lizembe helyezé-
sével Amerikabdl Ujra Eurépaba fog atkertini a részecs-
kefizikai kutatas sulypontja, mivel ez lesz a legnagyobb
Utkdzési energiat elérd részecskegyorsité a vilagon. A
részecskefizika kiemelked6en magas szamitasigénye
miatt a CERN mar évek éta fejleszti sajat grid rendsze-
rét és komoly tapasztalatra tett szert ezen a téren.
2004 aprilisdban — a 2001-t6! futdé EDG (European
Data Grid) projekt sikeres zarasat kdvetéen —a CERN
tamogatasaval alairasra kerliltek az EGEE els6 két évé-
nek fejlesztési célkitlizései és megvaldsitasi tervei. Az
Unié és a CERN kooperacioja igen fontos momentuma
volt a projekt létrejottének. A CERN az EDG zarasa utan
az EGEE keretein belill sajat grid projektje, az LCG
(LHC Computing Grid) fejlesztésével és lizemeltetésé-
vel probalta fedezni a kisérletek jév6beli adattarolasi
és szamitasi igényét, de a k6zo6s cél felismerése utan
az Eurdpai Unio altal finanszirozott masik projekttel, a
gLite-tal kezdett 6sszeolvadni. Ez a folyamat még ma
is tart. Az LCG célja igy kissé mddosult: jelenleg a nagy-
energias-fizika kutatasi teriletén dolgozoknak kivan in-
frastrukturat fenntartani. A CERN igy az EGEE f6 fej-
leszt6je és tdbb kdzponti szolgaltatas lizemeltetdje lett.
Egy masik oka az EGEE megalapitasanak az euré-
pai bioinformatikai kutatasok tamogatasa. A BioMed pro-
jektnek harom f6 kutatasi célja van. Az egyik a szami-
tégépes szimulaciékon alapul6 gyégyszerkutatas. En-
nek sikeres eredményei kdzé sorolhatjuk a malaria és a
madarinfluenza elleni harc j6 néhany friss eredményét.
Masik tervezetlik az orvosi képalkotas és képfeldolgo-
zas, amelyben egy hatalmas orvosi adatbazist terveznek
létrehozni. Részletes, nagy felbontasu képeket, kortdrté-
neteket és egyéb, kezelés és kutatas szamara fontos in-
formaciokat kivannak 6sszegydjteni, rendszerezni és
ezt a projektben résztvevd orvosok szamara — megfe-
lel6 személyiségi jogok biztositasa mellett — hozzafér-
het6vé tenni. Igy az orvosok mar a paciensek vizsgala-
ta kdzben lathatjadk a hasonlé tlnetl betegek teljes
kortorténetét, még a diagnozis felallitasa elétt. A har-
madik beruhazas a bioinformatika modszereivel térténé
gén- és proteinelemzés. Ennek a projektnek a részlete-
sebb taglalasa viszont meghaladja a cikk kereteit.
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Magyarorszag az EGEE egylttm(kddésben

1. tablazat . —
Az EGEE | projekt-iranyitas informacio
résztvevli (NA]) szétosztas
tevékenységi (NA2)
kér szerinti
felosztasban

(SA1)

1. Kommunikicios tevékenységek

felhasznalok | alkalmazasok és nemzetkozi
képzése tamogatasuk egylittmiikodeés
(NA3) (NA4) (NAS)

2. Szolgaltatasi tevékenységek
grid mikodtetése, iranyitasa, er6forras biztositasa

halézati szolgaltatas
(SA2)

szolgaltaté programcsomag
(Middleware) fejlesztése
(JRAI)

3. Fejlesztési tevékenységek

mindségbiztositas
(JRA2)

biztonsag
(JRA3)

halozatfejlesztés
(JRA4)

3. Az EGEE grid szervezodése

Az EGEE elsé Ulésén lefektették a grid izemeltetésé-
nek alapjait. Tébb mint 27 orszag, kdz6ttiik az Egyesult
Allamok, Japan és Oroszorszag, valamint ésszesen 70
kdézrem(ikddd szervezet csatlakozott egy paneurdpai
grid kialakitasédhoz és lzemeltetésének megszervezé-
séhez. 35 millié eurds koltségvetés kerllt szétosztasra.
Ezt nem csak az elindulashoz sziikséges géppark meg-
épitésére szantak, hanem a grid épit6kockait jelentd al-
lomasoknak 6nall6 klaszterként valé miikddéséhez szik-
séges szoftverek kifejlesztésére, az allomasokat dssze-
hangold, a feladatok kiosztasat végz6 szerverek szolgal-
tatasainak megirasara, az allomasokat felligyel6 monitor
programok, valamint a felhasznalék szamara kényelmes
elérést biztositd kdztes szoftverréteg kialakitasara. Egy
nagyon bonyolult rendszerrél van szd, amely csak ko-
moly hierarchikus szervezddésben, ezer és ezer feladat
megvaldsitasaval mikddhet.

Az EGEE résztvevdit tevékenységi kor szerint ha-
rom nagy csoportra oszthatjuk, melyeket az 1. tabldzat-
ban vazolunk fel. Magyarorszagon EGEE grid alloméasok
lzemeltetésével szamitastechnikaban érintett kutatdinté-
zetek, egyetemek foglalkoznak (2. tablazat).

A jelenleg elérhetd eréforrasok szerint a magyar grid
tevékenység legnagyobb infrastruktirajaval rendelkezd
KFKI-RMKI 173 CPU-t és 10 Terabajt tarolékapacitast
szolgaltat, az ELTE 12 CPU mellett 7 Terabajttal jarul
hozza a 200 CPU-nyi és 20 Terabajtnyi teljes magyar
kapacitashoz. A HunGrid VO KFKI RMKI altal (izemel-
tetett honlapja a http.://grid.kfki.hu/hungrid cimen, az
LCG-hez kapcsoldédd magyar Grid-tevékenység honlap-
ja a http://www.lcg.kfki.hu cimen talalhat6 [3].

Ezenkivil az ELTE (izemelteti a HunGrid portalt, mely
a SZTAKI altal kifejlesztett P-GRADE portalon alapul
[3]. A HunGrid tovabbi szamitasi és adat kapacitasat a
BME és a NIIF nyujtja. A SZTAKI és a BME az oktatasi
tevékenységekben, a konferenciaszervezésekben val-
lalnak szerepet. A SZTAKI 2005 6ta évente szervez egy

grid nyari iskolat [3] és 2007-ben megkezdte a GASUC
(Grid Application SUpport Centre) grid alkalmazas tamo-
gatasi szolgaltatasat nem csak a hazai, hanem a kulfoldi
alkalmazasok tamogatasara is [3].

Az allomasokat terlleti szempontbdl is fel kellett osz-
tani a hatalmas f6ldrajzi kiterjedés miatt, amely azonnal
egy természetes hierarchikus iranyitasi struktarat is adott
a rendszernek. igy a projektekhez csatlakozé intézetek
tertletek, régiok szerint is beosztasba keriiinek. Az egyes
régiok onallé mikodésre is képesek. igy biztositott a 24
oras elérhet6ség: ha egy szolgaltatas, vagy szolgaltaté
kiesik, a rendszer masik része automatikusan atveheti a
feladatat. Jelenleg tiz régi6 van: CERN, Kézép-Eurdpa
(Csehorszag, Ausztria, Lengyelorszag, Magyarorszag,
Szlovéakia, Szlovénia), Franciaorszag, Németorszag és
Svéjc, lrorszag és az Egyesiilt Kiralysag, Eszak-Eurépa
(Dénia, Belgium, Esztorszag, Finnorszag, Hollandia, Nor-
végia, Svédorszag), Olaszorszag, Oroszorszag, Délkelet-
Europa (Gordgorszag, Ciprus, Bulgaria, Izrael, Romania)
és Délnyugat-Eurdpa (Portugélia, Spanyolorszag).

Létezik még egy felosztas, az adatterjedés és adat-
aramlasi folyamatok szervezése szempontjabol. Ez a
Tier rendszer. Ennek négy hierarchikusan élesen elki-
16n0l8 szintje van. A kdzpontok felosztasa az eréforra-
sok méretén, a tarolokapacitas mennyiségén alapul. TO
a CERN, az adattarolas kézpontja. A T1 kdzpontok a
CERN-b6I kdzvetlen, dedikalt kapcsolaton keresztil kap-
jak az adatokat. A T2 kézpontok a hozzajuk regionali-
san legkdzelebb es6 T1-es kézpontokbol jutnak az ada-
tokhoz. A tébbi allomas a T3-as besorolasba esik, és
nem tartozik egyetlen T1-hez sem. A KFKI RMKI jelen-
leg csatlakozik a CMS kisérlet (Compact Muon Solenoid,
az LHC egyik f6 kisérlete) T2-es kiszolgaloi taboraba.

Az EGEE feladata egy egységes grid kérnyezet ki-
alakitasa. Az (izemeltetéshez kapcsol6do szoftverek
fejlesztését nagy részben a CERN végzi, bar jelentds a
mas grid-fejleszt6k altal létrehozott rendszerek EGEE-
be importalasa is. llyen példaul a Globus Alliance altal
létrehozott Globus Toolkit, amely az alapvetd grid funk-

KFKI RMKI (KFKI Részecske- €s Magfizikai Kutatointézet) | SA1 2. téblézat

NITFI (Nemzeti Informacios Infrastruktura Fejlesztési Intézet) | SA1 EGEE grid

BME (Budapesti Miiszaki és Gazdasagtudomanyi Egyetem) | NA2, NA3 allomas-uzemeltetSk
ELTE (Eotvos Lorand Tudomanyegyetem) | NA2, NA3 Magyarorszagon
MTA SZTAKI (Szamitastechnikai és Automatizalasi Kutato Intézet)| NA1. NA2. NA3. NA4. SA1
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cidkat szolgaltatja, vagy az EGEE-n belil legelterjed-
tebb PBS/Torque litemezd, amit a Cluster Resources Inc.
fejleszt.

4. Az EGEE grid felhasznaloi

Az EGEE célkitlizési kdz6tt szerepel a grid rendszerek
felhasznaldi taboranak bévitése. Amit ajanl, az egy ma-
gas szintd, biztonsagos és dinamikusan fejl6dé szolgal-
tatas. Az EGEE feladata a sajat grid rendszerének nép-
szerlisitése és hosszu tavon terv az infrastruktura ipari
alkalmazasanak megvaldsitasa is.

A felhasznaldknak két feladata van: a regisztracio-
hoz elengedhetetlenil szikséges egy X.509 tipusu
felhasznaldi tanusitvany. Ez a személyi igazolvany sze-
repét tolti be grid hasznalata soran. A grid rendszert kii-
I6nb6z8 felhasznaldi csoportok hasznalhatjak, ezeket
VO-nak (Virtual Organization, virtualis szervezetek) ne-
vezzik. A VO-k egyenként kdthetnek megallapodast a
allomasokkal, a felhasznalni kivant eréforrasok tekinte-
tében. llyen értelemben az allomasok a szolgaltatok, a
VO-k pedig megrendelik a szolgéaltatast és a VO felhasz-
naléi hasznaljak a csoportjuk altal megrendelt eréforrast,
a szervezeten belll meghatarozott jogok és jogosultsa-
gok szerint. llyen felhasznal6i csoportot képez példaul
az orvosok és biolégusok projektje, a BioMed. A csopor-
tok érdekeltséglk szerint kiilénb6z6 mértékben kérnek
és kapnak részesedést az eréforrasokbdl. Példaul az
EGEE keretein belll az LHC CMS kisérletéhez kapcso-
16d6 feladatok prioritasa az RMKI alloméson nagyobb,
mint egy biogrid alkalmazasé.

Sok szervezet — igy példaul a négy nagy CERN ki-
sérlet is — sajat keretrendszert fejlesztett ki felhasznaldi
szamara. A magyarorszagi MTA SZTAKI egyik projektje
viszont egy univerzalis felhasznaléi felllet kialakitasa.
Ez a P-Grade portal, mellyel nem csak az EGEE-hez, de
j6 néhany mas grid rendszerhez is lehet6sége van a fel-
hasznalonak csatlakozni [2]. Ez is jol mutatja, hogy alap-
vetéen a kulénb6zd grid rendszerek nem allnak olyan
messze egymastdl és mar létezik egy nemzetkdzi 6ssze-
fogas egy globalis grid szabvany kialakitasara.

Az EGEE2 2006-2008 ko6zott fut, jelenleg féleg eb-
bél tamogatjak a hazai EGEE-hez k6t6d6 grid kutataso-
kat. Az EGEE1-hez képest a felhasznalok szama jelen-
tésen nétt, pillanatnyilag 32 orszag 90 intézete vesz részt
az infrastruktara kialakitasédban és mikddtetésében. A
felhasznalhat6 eréforras is jelent6sen gyarapodott: az
EGEEZ2-ben jelenleg tébb, mint 40000 CPU és mintegy
12 Petabajt tarterllet all a felhasznaldk rendelkezésére.

A feladatok koordindlasa, a kilénb6z8 nemzetek és
lizemeltet6 csoportok kdzdtti kapcsolattartas levelezési
listakon, video- és tavkonferenciakon, gyakrabban-ritkab-
ban megtartott k6z6s lléseken térténik. A legnagyobb
ilyen esemény az éves EGEE konferencia, ahol az lize-
meltet6k és a felhasznaldk egyarant el6adjak tapaszta-
lataikat, a fejleszt6k bemutatjak éves munkajukat, illetve
a gridet alkot6 alloméasok képviselik magukat. Ennek
idén Budapest adott otthont, a BME szervezésében.

5. Magyarorszag az EGEE2-ben

Magyarorszag 1992 6ta tagja a CERN-nek, illetve 2004
ota az Eurdpai Unidnak is, igy sikeres palyazatokkal ve-
szlink részt az EGEE infrastruktura létrehozasaban és
lzemeltetésében. Jelenleg tébb, kilénb6z8 aktivitasok-
ban részt vallal6 intézetiink és néhany kézepes és ki-
sebb allomasunk részesll tamogatasban az EGEE pro-
jektbdl. Ez azt jelenti, hogy Magyarorszag jelentés meny-
nyiségl szamitasi és tarolasi kapacitassal, valamint fej-
lesztési és oktatasi tevékenységgel jarul hozza a vilag
jelenleg legtobb felhasznaldval rendelkez6 grid rendsze-
réhez.

Az EGEE projekt folytatasaként jelenleg folydo EGEE2
és a meghirdetett EGEE3-ban is szerephez jutnak a ma-
gyar résztvevék. igy a magyar grid infrastruktdra tovab-
bi Uzemeltetésére, fejlesztésére, a grid fejlesztésekben
vald részvételre készlliink. Az EGEE projektben valé
szerepvallalas pedig a magyar kutaték szamara is biz-
tositja az er6forrasok nemzetkdzi halézatahoz val6 hoz-
zaférést.

A hazai projektek kozil a HunGrid virtualis szervezet
a magyar kutatéi szféra érdekeinek képviseletére jott
Iétre. Mivel nem csak EGEE tamogatasokbol, hanem
egyéb palyazati forrasokbdl is szarmaznak a magyar al-
lomasok bevételei és az EGEE célja altalanos értelem-
ben a kutatas tdmogatasa, meg akartuk teremteni a ma-
gyarorszagi allomasok felhasznalhatésagat a hazai ku-
tatdsok szamara is. Ennek keretein belll minden ma-
gyar akadémiai szféraban tevékenykedd kutatd, akinek
munkajahoz nagy szamitasi vagy tarolékapacitasra van
szliksége, jogosult az (izemeltetd allomasokon hozza-
férést és eréforrasokat kérni az EGEE altal is tAmoga-
tott rendszerbdl.
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Az MTA-SZTAKI Parhuzamos és Elosztott Rendszerek Kutatdlaboratériuma (LPDS) részt vesz a dél-eurdpai grid infrastruktira
kialakitasaban és lizemeltetésében. A SEE-GRID (South Eastern European GRid-enabled elnfrastructure Development) projekt
keretén beliil, nemzetkézi partnerek kézremikédésével mar évek dta folyamatosan szamitasi és tarolasi er6forrasokkal béviti
az infrastruktarat. A dél-eurdpai grid a térség felhasznaldi és alkalmazasfejlesztéi szamara szabadon hozzaférheté és elsédle-
ges célja az akadémiai szféraban folyd kutatdsok, valamint oktatasi tevékenységek kiszolgaldsa. Cikkiinkben bemutatjuk az
egymast kéveté SEE-GRID projektek soran kialakitott grid infrastrukturat, szemléltetjiik a kialakitott rendszer mikédését és
informdcidkat szolgaltatunk haszndlatanak lehet6ségeirdl, illetve az infrastruktdaran jelenleg folyé nagyobb kutatasi projektekrél.

1. Bevezetés

A gridrendszerek olyan szolgaltatdsokat megvalésito,
tébbnyire heterogén informatikai rendszerek, melyekben
a halézatokkal dinamikusan &sszekapcsolt egységek
(szamitégépek illetve egyéb eréforrasok), foldrajzi hely-
tél fliggetlendl, egységes moddon, jogosultsagokkal sza-
balyozva, igény szerint (on-demand) elérheték a rend-
szer felhaszndldi, illetve azok programjai szamara. A
gridtechnolégia lehetévé teszi az elosztott tetszdleges
er6forrasok egységes kezelését, biztonsagos médon
toérténd (Gjra)felhasznalasat és sok esetben tdmogatja
a felhasznalok kooperativ munkafolyamatait is [1,2].
Jelen cikkben bemutatjuk a dél-eurépai grid-infrastruk-
tura kialakitadsaban kulcsszerepet jatsz6 SEE-GRID pro-
jektet, szemléltetjiik a kialakitott rendszer m(ikodését,
informéaciokat szolgaltatunk haszndalatanak lehetéségei-
rél, illetve az infrastruktiran jelenleg folyé nagyobb ku-
tatasi projektekrdl.

1.1. Az éltalanos gridrendszer részei
A GRID rendszerek elengedhetetlen eleme a kodztes-
réteg (middleware), mely a miikddéséhez szlikséges bel-
s6 és kilsé szolgaltatdsokat biztositja. A grid-infrastruk-
taran belll a kilénb6z8 telephelyek (site-ok) altalaban
az alabbi komponensekkel rendelkeznek:
* Felhasznaldi interfész — Ul (User Interface):
belépési pont a felhasznaldk szamara.
» Szamolasi egység — CE (Computing Element):
feladatvégrehajtasi er6forras, mely tébbek kdzott
a helyi grid-er6forrasok (itemezéséért felel,
Frontend és Worker gépek.
« Tarolé egység — SE (Storage Element):
tarolokapacitast biztosité szolgaltatast nyuijt.
Az alapszolgaltatasok mellett esetenként még to-
vabbi szolgaltatasokkal is kiegészitik a telephelyeket,
ugymint: Er6forras broker (RB, Resource Broker), Infor-
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macids szolgaltatas (IS, Information Service), BDII (Ber-
keley DB Information Index), Replika katalégus (RC, Rep-
lica Catalog) és Proxy szerver.

1.2. gLite

Az (j gLite verzi6 3.1 kdztesréteg 2007 nyaran ke-
rilt kiadasra (a korabbi Scientific Linux 3-at [3] tamoga-
t6 gLite 3.0 2006 majusaban adtak ki) és mindamellett
hogy ez a verzié mar Scientific Linux 4-et tamogat, sok
kedvez6 tulajdonsagot 6rokélt a korabbiakban kifejlesz-
tett EDG és az LCG koéztesrétegekbdl. Fébb tulajdon-
sagai kdzul lényeges kiemelni hogy nyilt forraskodu szoft-
ver, kompatibilis szamos egyéb technol6giaju itemezé-
vel (pl. Condor, PBS), modularis felépitése kdveti a SOA
(Service Oriented Architecture) elveket, valamint korab-
biaktdl eltér6en az alacsony szint( gridszolgaltatasok
mellett mar tamogat magasabb szint( (pl. DAG tipusu
munkafolyamat-futtatasi) szolgaltatasokat is. F6bb szol-
galtatas részei az:

— informacios és nyomkévetd szolgaltatasok,

— adatkezel6 szolgaltatasok,

— biztonsagi szolgaltatasok,

— kiegészit6 és feladatkezel6 szolgéaltatasok,

melyek elvégzik az adatmenedzsment, terhelésme-
nedzsment, informaciémenedzsment, felligyelet, szam-
lazas, naplézas, kdnyvelés, halozat-feligyelet, adatgy(ij-
tés feladatkoreit.

1.3. Torténelem — a SEE-GRID projekt

A SEE-GRID projekt 2004-ben indult tébb mint 1,2
millié eurds EU altal tamogatott kéltségvetéssel, 11 or-
szag részvételével (Albania, Bosznia-Herzegovina, Bul-
garia, Horvatorszag, Macedobnia, Gérdgorszag, Magyar-
orszag, Romania, Szerbia-Montenegré és Térokorszag).
A projekt elsé fazisaban a partnerek szoros egylttmu-
kddésben kiépitették az alapinfrastrukturat. A kitlzott
kezdeti célok kozott az alabbiak szerepeltek:
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* A dél-eurdpai grid-infrastruktura felépitése,
az infrastruktira zemeltetéséhez sziikséges
tamogatd rendszerek kialakitasa.

+ A személyes kapcsolati haldzat kialakitasa
az egyes projekt orszagok gridkutatoi kdzott.

» A nemzeti grid-infrastrukturak (NGI) kiépitésének
tamogatasa.

+ A digitélis megosztottsag mérséklése a dél-eurdpai
€s nyugat-europai régiok kdzott.

* A grid terjedésének és haszndalatanak el8segitése
a dél-eurdpai orszagokban, egylttmikédés mas
grid-projektekkel, kiemelten az EGEE-vel (Enabling
GRIDs for E-sciencE), a legnagyobb eurépai
grid-projekttel.

1.4. A SEE-GRID2 projekt

[d6kdzben térténelmi okokbdl, valamint Gjabb tagok
felvétele miatt a projekt-konzorcium partnerségi viszo-
nyai atalakultak [4].

A 2006-ban elinditott SEE-GRID2 projekt a sikeres
SEE-GRID projekt folytatasaként 2 millié eurds meg-
novelt projekt-kdltségvetéssel mar 13 tagot (U tagok:
Montenegré és Moldova) foglalt magaban, melyekhez
id6kdzben 27 kilsé egyetem, illetve kutatélaboratérium
kapcsolddott. F& célként tlizte ki a 24/7 tipusu grid-szol-
galtatas biztositasat a dél-eurdpai térség akadémiai ku-
taté intézményeinek, valamint a gridet alkalmazé fel-
hasznaloi- és alkalmazas-fejleszt6i koz6sség létszama-
nak tovabb névelését. A SEE-GRID-2 projekt 2008 ma-
sodik negyedévében fog lezarulni.

1. abra A SEE-GRID infrastruktura

2. SEE-GRID Infrastruktuara

A SEE-GRID infrastruktura 31 teljes értékd, valamint 4
hitelesités alatt all6 (Albania 1, Horvatorszag 1, Roma-
nia 2) csomépontjaival a leger6sebb dél-eurépai grid
infrastruktdraként lefedi az 6sszes tagorszag teriletét
(1. abra). A SEE-GRID infrastruktdra jelenleg (2007. no-
vember) gLite 3.0.2 kdztesréteget hasznal. A procesz-
szorok szama meghaladja a 950-et, dedikalt hattérka-
pacitasai pedig elérik a 24 Terabajtot (2. abra).

2.1. Halozati réteg

A SEE-GRID projekt grid infrastruktdra csomépontjai
kdzétt folyd kommunikacio is talnyomérészt a GEANT(2)
altal kiépitett hal6zaton keresztiil valésul meg. Az EU
altal tamogatott GEANT-2 [5] (a pan-eurépai halézat 7.
generacidja) olyan 34 eurdpai orszagra kiterjed6 hibrid,
tébb gigabit sebességl halozat, mely lehetévé teszi a
halézaton bellli kutaté és oktaté kdzpontok nagy se-
bességli kdzvetlen dsszekapcsolasat, valamint Eszak-
Amerika, Japan, Dél-Amerika, a mediterran régié, a Ké-
zel-Kelet, Dél-Afrika és az azsiai régio jelentds részé-
nek kutat6i kdzosségei felé is nagykapacitasu halézati
Osszekottetést biztosit. A haldzati infrastruktira a DAN-
TE (Delivery of Advanced Network Technology to Europe)
[6] lzemeltetése alatt all.

2.2. Hozzéférés-engedélyezés
Grid-infrastrukturakban elterjedten hasznalnak mind
a felhasznaldk, mind pedig feladataik azonositasahoz
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2. abra
SEE-GRID
processzorok
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tanusitvanyokat. Az akadémiai/tudomanyos gridekben
az X509 alapu tanusitvany a leggyakrabban alkalma-
zott, melyek kiadasat és menedzselését Ugynevezett
tanusitvanyhatésagok/hitelesité kézpontok (CA, Certi-
ficate Authorities) végzik. A SEE-GRID2 project keretén
belll 6sszesen 15 CA teljesit szolgalatot, a kdzpontit a
gordg projektpartner miikodteti. Magyarorszag a SEE-
GRID infrastruktaraban elfogadott sajat énall6 CA-val
rendelkezik, melyet a NIIFI Tandsitvany Hitelesitd Szol-
galtatasanak részeként lizemeltet az alabbi honlapon:
http:7/www.ca.niif. hu.

2.3. Az infrastruktira tesztelése és monitorozasa

A projekt-partnerek altal kdz0s megegyezéssel el6-
re definialt szolgaltatasi szinvonal (SLA) alapjan torté-
nik a grid-infrastruktira mikodtetése. Az elosztott fell-
gyeleti rendszer a problémak kapcsan be-

3. SEE-GRID-2 alkalmazasok

A SEE-GRID-2 projekt széles kérl tamogatast biztosit
mind a gridalkalmazasok, mind pedig a grid-alkalmaza-
sok fejleszt6k szamara. A projekt partnerek altal kiemelt
fontossaguként megjeldlt gridalkalmazasok szamara de-
dikalt, ugynevezett e-infrastruktirat biztosit, fejlesztésiik-
h6z nemzetkdzi szakért6 gardajaval (ASG, Application
Support Group) tamogatast nyujt, és garanciaval vallal-
ja az alkalmazasok szolgaltatasszeri futtatasat az infra-
struktaran. Jelenleg 18 kiemelt alkalmazas (4. abra) el-
lendrzott futtatasat, valamint tovabbfejlesztését tamogat-
ja a SEE-GRID-2 projekt, melyekhez a késébbiekben a
projekt-partnerek igényeinek megfelel6en UGjabb alkal-
mazasok fognak csatlakozni.

4. abra
Kiemelten tamogatott alkalmazasok szaktertletei

kildott hibajelentések (Ugynevezett ticke-
tek) alapjan dolgozik. A projekt-partnerek
egy hetes intervallumokban rotacids rend-
szerben manualisan is tesztelik/ellenbrzik
az infrastruktarat. A grid-infrastruktara md-
kdédésének monitorozasara, valamint az
egyes gridhelyek funkcionalis ellenérzé-
sére kilonféle tesztelési metddusok, illetve
teszteld rendszerek hasznalataval kerdl sor,
melyek nagy része a projekt sajat fejlesz-
tés(i teszteszkdze (3. abra).

Legikozlekedes,
modellezés

Bicinformatika

Szamitastudomany

Onvosi képfeldolgozas —

Geologia—,
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3. abra A SEE-GRID infrastruktira mikédés monitorozasi és funkcionalitdsainak tesztelési kérnyezete [7]
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3.1. Magyarorszagi SEE-GRID-2 alkalmazasok

Tébb magyar fels6oktatasi intézmény is aktivan részt
vesz a SEE-GRID-2 projektben alkalmazasok gridesité-
sével, illetve grides alkalmazasfejlesztéssel.

* A Miskolci Egyetem kutat6i a FEM2.5D
(Dimensional Frequency Domain Electromagnetic
Numerical Modelling) [8] kodnev( alkalmazas
gridesitésén dolgoznak, mely elektromagneses
terek (2D/3D) modellezését végzi.

« A Nemzeti Uzleti Féiskola kutat6i az EMMIL
(E-Marketplace Model Integrated with Logistics)
[9,10] kédnev( B2B tipusu alkalmazas gridesitését
végezik a projekt soran, melynek segitségével
internetes aukciok komplex, nagy paraméterterd
logisztikai problémaira lehet optimalis megoldasokat
keresni algoritmikusan.

4. Hozzaférés az infrastrukturahoz

Az aldbbiakban ésszefoglaljuk azokat a Iépéseket, me-
lyeket a felhasznaloknak, illetve fejlesztéknek meg kell
tenniik a SEE-GRID eréforrasok hasznalatahoz [11]:

1) Magyarorszagi felhasznalok esetén a SEE-GRID
infrastruktdra hasznalatdhoz sziikséges tanusitvanyt a
NIIFI-t8l kell igényelni az intézet honlapjan [12].

2) A felhasznal6k tanusitvanyuk segitségével a jo-
gosultsaguknak megfeleld virtudlis szervezet (jelen eset-
ben a SEEGRID VO) infrastruktirajahoz a VO tagsag
igénylése utan hozzaférhetnek és ezen eréforrasokat
felhasznalhatjak sajat alkalmazasaik futtatdsahoz. VO
tagsag igénylését a kordbbiakban mar megszerzett ta-
nusitvannyal a https://voms.irb.hr:8443/voms/seegrid/
webui/request/user/create honlapon lehet megtenni.

3/a) A VO tagsdag és az érvényes tanusitvany meg-
szerzését kdvetben a SEE-GRID infrastruktura szolgal-

5. abra A SEE-GRID portal (idvézl6képernydje

3 GridSphere Portal - Microsoft Internet Explores
He ER

Yiew Fpvorites  Tooks Help

%] [@) € O s

Pravemes £ - S [0

== | ] http: 48 hocesrtaki,hu: 8080 foridsphere foridsphere

= *
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tatdsai a P-GRADE Portal alapu SEE-GRID Portalon
(5. abra) keresztll érhet6k el az alabbi helyen: http://
portal.p-grade.hu/seegrid.

Ez a Magyarorszagon kifejlesztett és lizemeltetett
portal képes kiszolgalni a teljes dél-eurdpai felhasznaloi
kort. Erdemes itt kiemelni, hogy Magyarorszag nemzet-
kdzi mércével mérve is igen erds a grid portalok fejlesz-
tésében, melynek eredményeképpen tébb, egymassal
parhuzamosan kifejlesztett gridportal is szolgalja a nem-
zetkdzi felhasznaldi csoportokat. A legnagyobb felhasz-
naléi taborokon a BME altal fejlesztett (jelen lapszam-
ban is bemutatasra kertil6), GridSphere Portal Keretrend-
szerre épllé Conflet rendszer és az MTA SZTAKI LPDS
altal fejlesztett P-GRADE gridportal megoldasok osztoz-
nak.

A P-GRADE gridportal az utébbi masfél évben nem-
zetkdzi méretl projekité nétte ki magat; egyes modul-
jai horvat, angol, illetve torok fejlesztéssel késziilnek és
vilagszerte (tobbek kdzdtt Svajc, USA, Anglia, Olaszor-
szag) 14 m(ikédé portal szolgdlja ki a gridfelhasznaldkat.
A SEE-GRID Portal (P-GRADE portal alapu) felhaszna-
16 fellilete barmilyen hagyomanyos Web-béngészdével
hasznalhat6 a felhasznalé foldrajzi helyétdl, illetve a kli-
ens operacios rendszer tipusatdl figgetlendl. A SEE-
GRID Portéal segit az er6forrasok kivalasztasaban, az
eréforrasok terheltségének vizsgalataban, a munkafela-
datok gridbe térténd elkiildésében és feliigyeletében.

Azonosité igénylés — formanyomtatvany kitéltésével —
a http://portal.p-grade.hu/index.php?m=9&s=1 helyen
lehetséges. B&vebb informacidkat a portalrdl, illetve an-
nak kezelésérdl a portalreq@Ipds.sztaki.hu cimre kildott
email-el lehet kérni.

3/b) A VO tagsag és az érvényes tanusitvany meg-
szerzését kdvetben a parancssoron keresztil térténé
grid hasznalat egy megfeleléen beallitott Ul gépen ke-
resztil (mely legtébbszér az adott orszagbeli projekt-
partnernél Gizemel, és melyhez legtébbszér azonosité
igénylése szlikséges) torténhet.

5. Alkalmazasfejlesztés
a SEE-GRID

) P-ERADE|

ij { portal

o ]

SUES Engish v

infrastruktaran

5.1. Alkalmazasfejlesztés dnélléan

A grid-alkalmazasok fejleszt6i sza-
mara levelezd listak, weben elhelye-
zett elektronikus dokumentaciok (wi-

ki oldalak [13] és felhasznalasi Gt-

Welcome to SEEGRID Portal!

This Portal i suppoerting the following Grid{s)/VO(s): SEEGRID

If you wish to get a vahd cortificate for any of these Grid(s)/VO(s), please contact the appropriate Grid support
teams. Password
Once you have the required certficate, pleasa contact the portal admainistrator and apply for a portal account.
If yeu wigh to get an accounit for this Portal please contaet: Login |
If you naed any assistance plaase e-mail to the support to\m onrulrm:lnd: sxtaki.hu
This portal works under an academic license and hence

You can use this portal under the condition that you only perform non-commercial research and education

User Name

[CJRemember my login

Forget your password? |

mutatok), informacids portalok [14]
allnak rendelkezésre, melyek hasz-
nos segitséget nydjthatnak a fejlesz-
tés minden stadiumaban.

A SEE-GRID-2 projekt folyamato-

activities, By usang your account on this portal you hereby warrant that you understand that contravention of
this clause may result in a Bability arising for historic, ourent and future license payments under the terms of
the prevaiing commercial icense that was in effect during the tme pened of the contravention,

1f you are in any doubt please contact:

This portal is based on P-GRADE Grid Portal technology, which was developed by the Laboratory of Paraliel
and Distributed Systems at MTA- S"TMC] Hurmanr The P- GR.-DE Perral is a workflow-oriented Gnd portal that
enables the creation, tional workflows in Grid environments through
high-level, graphecal Wab bartae es The P-GRADE Portal serves various Grid Commuries in research and
industry.

Thhio it in bui il ity N ADANE Nastal nesban 3 3 mnfes

san konferencidkat szervez, konfe-
renciakon vesz részt, valamint nem-
¢ zetkodzi oktaté csapataval el6adas-
sorozatokat és tanfolyamokat tart a
*] dél-eurdpai régié orszagaiban. A
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partnerorszagok teriiletén tartott tanfolyamok a gridfel-
hasznaldk, a grid-alkalmazasok fejleszt6i és a grid-admi-
nisztratorok harom nagy célcsoportjara fokuszalnak.
A SEE-GRID projekthez kapcsol6doé konferenciakrol
a SEE-GRID projekt honlapjan talalhat6 ,Events” me-
nisorbdl (www.see-grid.eu/events.php?language=en)
lehet érteslilni. Az elmult masfél évben a grides techno-
I6giardl szb16 oktatasi események szama elérte a 60-at.
Az aktualis grid-oktatasi eseményekrél a SEE-GRID pro-
jekt hivatalos grid-tanfolyamokkal foglalkoz6 honlapjan
lehet részletes informéaciokat szerezni:
http.7/www.lpds.sztaki.hu/seegridtrainingcenter

5.2. Alkalmazasfejlesztés tamogatassal

5.2.1. GASUC

A SZTAKI Parhuzamos és Elosztott Rendszerek La-
boratériuma altal 2007. elején megalapitott Grid Alkal-
mazdas Tamogaté Kézpont (GASUC, Grid Application
SUpport Centre) els6dleges célja meglévé alkalmazasok
,gridesitésének” tdAmogatasa.

A kdézpont munkaja soran kiemelt hangsulyt kap a
SZTAKI-ban felhalmozott grid-alkalmazasfejlesztési ta-
pasztalatok atadasa, a grid-alkalmazok és -alkalmazéas-
fejleszt6k taboranak szélesitése. A tdmogaté kdzpont
gridszakért6i nyolc szabvanyositott [épésbdl allé mun-
kafolyamat soran segitenek az alkalmazas elsé gride-
sitett prototipusanak kialakitaséban. B6vebb informa-
ci6 a gridifikaciés munkafolyamatokrol, illetve a kézpont
mikodésérdl a kbvetkezd oldalon talalhaté:

http://www.lpds.sztaki.hu/gasuc/.

5.2.2. SEE-GRID-2 alkalmazastamogato csoport

A SEE-GRID-2 projekt tamogatasa kiterjed alkalma-
zasok ,gridesitésére”, illetve mar korabbiakban ,gridesi-
tett” alkalmazasok mikddésének optimalizalasara. A pro-
jekt partnerek altal kiemelt fontossaguként megjeldlt grid
alkalmazasok fejlesztéséhez nemzetkdzi szakért6 gar-
dajaval (ASG, Application Support Group) biztosit tamo-
gatast.

6. Osszefoglalas

Cikklinkben részletesen bemutattuk a dél-eurépai SEE-
GRID-2 projektet, a projekt altal megvaldsitott grid-infra-
struktirat, az infrastruktdra monitorozasat végz6 szoft-
vereket, az infrastruktiran jelenleg futé alkalmazasokat,
valamint a SEE-GRID infrastruktira eléréséhez és hasz-
nalatahoz szilkséges fébb 1épéseket.

A SEE-GRID-2 projekt hivatalosan 2008 majusaig
mdkodik, a felépitett infrastruktarat a tovabbiakban a
SEE-GRID-SCI projekt veszi at. A SEE-GRID-SCI pro-
jekt 2008-2010 kozott els6dleges feladatanak tekinti a
régio grides alkalmazasfejlesztéseinek tamogatasat, ki-
emelt tekintettel a meteoroldgia, szeizmoldgia és kdrnye-
zeti modellezés (foldmagnesesség, klimamodellezés) ku-
tatasi tertletekre.

A SEE-GRID-SCI projekt magyarorszagi partnere-
ként az MTA SZTAKI Parhuzamos és Elosztott Rend-
szerek Laboratériuma fogja koordinalni az ELTE Mete-

LXIl. EVFOLYAM 2007/12

oroldgiai Tanszékével és az MTA Geodéziai és Geofizi-
kai Kutatd Intézetével kialakitott k6zos kutatdmunkat,
valamint folyamatos tamogatast biztosit majd regionalis
szinten is a felmer(l6 alkalmazasok gridesitéséhez.

Koszonetnyilvanitas

Az alkotdk eziton mondanak kdszénetet a SEE-GRID-2
projektnek, a cikkben ismertetett munkak tamogatasaért.
A SEE-GRID-2 projektet az Eur6pai Bizottsag

a ,Kutatasi infrastruktirak” 031775 szerz6désszamu
FP6-0s projektjének keretében finanszirozza.
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A grid halozatok biztonsagi kérdései

K&VARI KALMAN

KFKI Részecske- és Magfizikai Kutatdintézet
dalion@sunserv.kfki.hu

Lektoralt

Kulcsszavak: adathiztonsag, betdrés, incidens, sebezhetoség, X.509, grid, proxy, klaszter

Szamitégépes klasztereket egységes nemzetkézi hdlézatba kapcsolva, megfelel6 bréoker- és menedzserrétegek kbézbeiktata-
saval latszélag egyszerien létre lehet hozni egy grid rendszert. Viszont a biztonsdgi szempontbdl kénnyen védhetd, zart és
gyakran a vilaghalérél is levalasztott helyi klaszterekkel szemben a sokszor publikus internet kapcsolatokat hasznalé grid
rendszerek komoly biztonsagi kérdéseket vetnek fel. A cikk erre a kérdéskdrre igyekszik ravildgitani.

1. Bevezetés

JA biztonsag folyamat, nem pedig termék.” Bruce Schneier
ezen mondatat rengetegen idézték mar [1], hiszen ra-
mutat a fogalom koril keringé legnagyobb tévhitre. Egy
terméket meg lehet vasarolni, ezutan lehet hasznalni
vagy nem haszndlni és amennyiben mar elavultnak
érezzlik, és Ujabb verziot latunk megjelenni, frissithet-
juk, vagy maradhatunk a régi és jél megszokott valto-
zatnal. A biztonsagi kérdések tekintetében efféle visel-
kedést sajnos nem engedhetiink meg magunknak. A
biztonsag egy folyamat, tehat alland6 aktiv figyelmet
igényel, folyamatosan és éberen kell kezelnlink az érin-
tett eszkdzoket és szolgaltatdsokat. A tapasztalat azt
mutatja, hogy az a biztonsagi szakember, aki még soha
nem volt érintett incidensben, vagy szerencsés, vagy na-
gyon fiatal. A j6 szakember ismérve, hogy minden eset-
ben térekszik a problémak és incidensek megel6zésre,
de képes ezek elharitdsara és utdlagosan a megfelelé
reakcidra is. Az utdbbi kettd legalabb annyira fontos,
mint maga a megel6zés, hiszen ezzel kerllhet6 el az
esetlegesen még sulyosabb masodrendl karokozas és
a probléma esetleges megisméti6dése.

A biztonsag szét sokszor, sok esetben teljesen kilon-
b6z6 jelentéstartalommal haszndljuk, viszont minden eset-
ben valamilyen értelemben a bizalomhoz kapcsolédik.
Lehet sz6 példaul adatbiztonsagrol, ezen belll sem
mindegy, hogy az a fontos, hogy az adat megmaradijon
akar atomtamadas esetén is, vagy az, hogy ténylegesen
korlatozott és szabalyozott legyen a hozzaférhetsége.
Lehet sz6 biztonsagos azonositasrél, ahol a f6 feladat
egy kliens minél megbizhatébb azonositasa, bizonyos
feladatokra val6 autorizalasa, illetve egy személy altal
delegalt masik személy vagy szolgaltatas azonositasa.

A kapcsolatok biztonsaganak megitélése a két vég-
pont kdzti halozati 6sszekdttetés megbizhatésagat, ké-
doltsagat és kivulallok szamara vald hozzaférhet6segét
jelenti. A szolgaltatasi biztonsag a kliens oldalon felme-
rilé kérdés: mennyire bizhat meg a felhasznalé abban,
hogy az altala kért mivelet ténylegesen végrehajtodik a
rendszerben.
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A biztonsagot csokkent6 tényez6k lehetnek fizikai
jellegliek, példaul egy halézati kapcsolat korlatozott se-
bessége, de tdbbnyire inkdbb logikai eredetlek, és
vagy vezérlési, vagy biztonsagi megfontolasbdl van-
nak jelen. A felhasznalonak altalaban csak két apré
igénye szokott lenni: mindent és azonnal. Ezzel pedig
mindig szemben all a helyi biztonsagi szakértd, aki rog-
tén azt mondja, hogy semmit és soha, mert Ugy bizton-
sagos. Természetesen egyik megkdzelités sem helyes,
mindig valamiféle kompromisszum a megoldas. Ezen
kérdések nem csak a gridek vilagaban aktualisak, de
ezek nagy komplexitdsa miatt itt hangsulyozottan jelen-
nek meg. A jelen cikkben ezeket a kérdéseket tekint-
juk at.

2. Azonositas,
jogosultsagi kérdések

A grid vildgaban is szlikséges a személyazonossagunk
igazolasa. Ennek megvalésitasara a legtébb grid-imp-
lementacio az X.509 tipusu digitalis tanusitvanyok altal
biztositott PKI-t (Public Key Infrastructure) valasztotta.
Roéviden annyit kell tudni ezekrél a tandsitvanyokrél,
hogy egy titkos és egy nyilvanos kulcsbdl alinak, a tit-
kos kulcsot a felhasznalé sajat feladata titokban tarta-
ni, ezért tébbnyire jelszdval vagy PIN kéddal is védik. A
titkos kulcs kompromittalédasa vagy annak gyandja ese-
tén a tanusitvanyt azonnali hatéllyal vissza kell vonni.
A nyilvanos kulcsot egy CA (Certification Authority — ta-
nusitvanyhitelesit) a felhasznalé azonositasa utan hi-
telesiti, azaz a sajat titkos kulcsaval alairja. Ennek a di-
gitalis alairasnak a hitelessége a CA nyilvanos kulcsa-
nak birtokaban ellenérizhetd. A felhasznaldnak igy csak
néhany CA nyilvanos kulcsanak valédisagaban kell biz-
nia, ezek tébbnyire az operacioés rendszerrel egyltt,
annak részekeént letdlthetéek. A modszerrel nem csak
személyek, hanem szolgaltatasok vagy szamitogépek
kilétének megbizhaté ellenérzése is megoldhaté.

A grid-felhasznaldk virtualis szervezetekbe (VO, Vir-
tual Organization) tomérulnek. A virtualis szervezetek
taglistaja nyilvanos informacio, a tagok DN-jével (Distin-
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guished Name — a személyi szam digitalis megfelel&je)
egyUtt. Minden er6forras-szolgaltaté maga dontheti el,
hogy mely virtualis szervezeteket tdmogatja. Ezekbdl
csak néhany darab van, igy ezek felsorolasaval kény-
nyen szabalyozhaté a hozzaférés. Alapvetéen egy ta-
mogatott virtualis szervezet minden tagja jogosult a kér-
déses eréforrasok valamilyen mérték( felhasznalasara,
viszont minden szolgaltaténak lehetésége van akar sze-
mélyre szabottan is mddositani az eréforrasaira vonat-
koz6 jogosultsagokat.

A pontos er6forras-hozzaférési bedllitasok mar er6-
sen fliggnek az alkalmazott grid-rendszertél, de altalano-
san jellemzd, hogy lehet8ség van virtudlis szervezetek
szamara dedikalni er6forrasokat — igy csak 6k hasznal-
hatjak, — illetve Ugynevezett fair share elven megosz-
tani, ami azt jelenti, hogy bizonyos idé-intervallumon-
kénti atlagban adhatdé meg, hogy melyik VO milyen mér-
tékben veheti igénybe az adott szolgaltatast.

3. Adatbiztonsag

Afeladat egyszer(: a felhasznalé azt szeretné, hogy az
adatai olyan helyen legyenek, ahol nem veszhetnek el
egy esetleges diszkhiba, aramkimaradas, vagy rosszin-
dulatd cselekedet hatasara. Erre elég egyszer( megol-
das, ha az adatot t6bb példanyban taroljuk, azaz repli-
kaljuk. A médszer nehézsége egyrészt abban rejlik, hogy
a masolatokat folyamatosan frissiteni kell, ha az erede-
ti adaton valtoztatunk, masrészt az egyes példanyokat
az egyseéges elnevezés mellett is meg kell tudnunk k-
I6nbdztetni egymastol. A replikacié elénye viszont, hogy
a skalazott elérhetéséget is megoldja: minél tébb repli-
ka all rendelkezésre egy adathalmazrol kilénb6zé fol-
drajzi illetve halézati pontokon, annal tébben férhetnek
hozza egyszerre az adatokhoz. Ezeket a szolgaltataso-
kat valésitjak meg altaldban az ugynevezett Data Grid
rendszerek.

A nehezebb feladat a hozzaférhet6ség problémaja.
Ezt tdbb szinten lehet megoldani. Ha elég a kliensek-
nek az, hogy 6k maguk meghatarozhatjak, hogy a rend-
szer kinek adjon engedélyt az adat olvasasara, akkor
ezt egy viszonylag egyszer( ACL (Access Control List —
jogosultsag lista) alapu hozzaférési sémaval meg lehet
oldani. Viszont egyes kliensek — kiemelhet6 példaként
a biomedika, konkrétan az orvosi adatok — megkovete-
lik azt, hogy maga a rendszergazda se férhessen hozza
az adathoz az 6 engedélyik nélkl.

llyen feladatokat oldanak meg a Hydra tarolérend-
szerek. M(ik6désiik lényege, hogy az adat kodolt for-
maban kerll feltéltésre és replikalasra. A dekddold kul-
csot harom részre osztjak és a darabokat harom kilén-
b6z6 kulcs-szerveren helyezik el, szigorl szabalyozas-
sal, illetve tovabbi kddolassal biztositva, hogy csak az
arra jogosultak férhessenek hozza. Ezt a korabban em-
litett PKI hasznalataval lehet megoldani oly médon,
hogy az 6sszes hozzaférésre jogosult személy digitalis
tanusitvanyanak nyilvanos kulcsaval titkositjuk a deko-
dol6 kulcs megfelel6 darabjat. Ezek utan csak a kérdé-
ses tanusitvanyok titkos kulcsanak birtokaban lehet
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hozzéaférni a dekddol6 kulcs egy-egy darabjahoz. Mivel
a harom kulcs-szerver mindegyike, egyenletesen eloszt-
va 2-2 kulcs-darab birtokaban van, igy egyetlen kulcs-
szerver kompromittalédasa nem jelenti a kulcs kompro-
mittalédasat, masrészt egyetlen szerver elérhetetlen-
sége — esetleg megsemmisiilése — sem vezet az adat
elvesztéséhez. Természetesen a kulcs-térdelést ennél
tébb szerverre is el lehet végezni Ugy, hogy a térdelés-
nek ezen tulajdonsaga megmaradjon, de akar tébb szer-
ver kiesését is toleralja a rendszer.

Meg kell azonban jegyezniink, hogy a médszernek
két jelent8s hatranya is van: az egyik, hogy a dekoédo-
16 kulcsot mindenkinek ki kell adni, aki az adatot olvasni
akarja, s ha akar egyetlen kulcs is kompromittalodik, ve-
szélybe kerll az adat. A méasik probléma, hogy nem le-
hetséges az olvasasi jog visszavonasa, ha egy kliens
egyszer mar megszerezte a kulcsot. Ezekre a nehézsé-
gekre sziilettek mar megoldasi 6tletek, ilyen példaul az,
hogy a dekddolashoz sziikséges szimmetrikus kulcsot
az adatot tarol6 szerver kapja meg kdzvetleniil, a felhasz-
nalok pedig ideiglenes, egyedi kulcsokat hasznalnak a
hozzaféréshez. Ebben az esetben a tarol6é szervernek
is nagyon megbizhaténak kell lennie és mivel minden
ilyen biztonsagi szintl adatfolyamhoz két kédolast is el
kell végezni az adott gépen, nagyon nagy szamitasi ka-
pacitasra is képesnek kell lennie. Ennek a médszernek
a megvalositasa és tesztelése még folyamatban van.

4. Proxy-k, delegacio

Amikor a griden dolgozunk, elemi szamitasi egységeket,
Ugynevezett feladatokat (job) kildiink be. A feladatok
a kildés pillanatatol fogva a terminalasig tébbnyire 4-5
szamitogépet is érintenek. Ezek kdziil tdbbnek meg kell
gy6zdbdnie a feladat tulajdonosanak személyazonossa-
garol. Ezt nem kdzvetlenll a digitalis tanusitvannyal old-
juk meg, hanem egy kdztes hirvivg entitast delegalunk,
igy nem kell kiadnunk a kezlnkbdl a tanusitvanyunk tit-
kos kulcsat.

Természetesen egy nem-elségeneracios grid szolgal-
taté programcsomag (middleware) az alabbi Iépéseket
mar automatikusan megteszi helyettiink, de fontos, hogy
értsuk a hattér-mechanizmust, hogy ralatast nyerjink a
felmer0l6 biztonsagtechnikai kérdésekre. A titkos kul-
csot nem adhatjuk ki a keziinkbdl, a tanusitvanyrél mar-
pedig csak annak segitségével lehet elddnteni, hogy
tényleg hozzank tartozik-e.

A megoldas ilyen esetekben az, hogy egy Uj kulcs-
part generalunk és ennek segitségével létrehozunk egy
révid — tipikusan 12-24 6ra — érvényességl helyettesi-
t6 tanusitvanyt, ugynevezett proxy-t. A proxy nyilvanos
kulcsat alairjuk a sajat titkos kulcsunkkal, ez a CA aléa-
irasahoz hasonléan ellendrizhetd, viszont a titkos kul-
csot nem lehet bel6le rekonstrudlni, igy ha mellékeljuk
hozza a mi nyilvanos kulcsunkat, amelyet a CA alairt
és a szolgaltaté gép is bizik az adott CA-ban, akkor a
CA nyilvanos kulcsaval ellenérizheti a mi tandsitvanyunk
hitelességét és a mi tanusitvanyunk nyilvanos kulcsaval
a proxy hitelességét. A proxy titkos kulcsat jelszavas vé-
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delem nélkil, de a lehet6ségekhez mérten — példaul
az operacios rendszer altal biztositott kizarélagos olva-
sasi joggal — védetten lehet tarolni, igy a proxy létrejétte
utan jelszé gépelése nélkiil tudjuk magunkat azonosi-
tani, illetve az altalunk létrehozott feladat tudja sajat
magat azonositani az ezt igénylé szolgaltatasok felé.

Felmeril a kérdés: mi értelme ennek a kdztes 1épés-
nek? Maga a proxy kompromisszum a biztonsag és a
hasznalhatdsag kdzott: ésszerl kockazat mellett men-
tesit a jelsz6 sokszori begépelése aldl. A proxy érvé-
nyességi idejének révidre vételével csdkkenthetd a val-
lalt kockazat, hiszen a proxy birtokosa teljes mértékben
gyakorolhatja a proxy kibocsatéjanak jogait; masrészt
viszont, ha a proxy lejar, miel6tt a feladat lefutna, az (te-
mez6 torli a munkankat, mivel érvényes proxy nélkil nem
vagyunk jogosultak a rendszer haszndlatara.

Ennek a kockédzatnak a mértékét tovabb lehet csok-
kenteni specialis proxy tanusitvanyokkal, amelyek csak
bizonyos allomasokra vagy bizonyos feladatokra érvé-
nyesek, de ezek hasznalataval az altalanos felhasznal-
hatdsagot is jelentésen megszoritja az adott grid-rend-
szer. Ebben a témakdérben az aktualis fejlesztések a
megszoritasok és a biztonsag elfogadhaté kompromisz-
szumat keresik.

5. Szolgaltatasi biztonsag

Attél a ponttdl, hogy bekildtiink egy munkat egy grid-
rendszerbe, nincs mdédunk a tovabbi sorsanak iranyita-
sara. Egyetlen médositasi lehetéség van csak: a fela-
dat torlése a rendszerbdl (noha bizonyos gridek lehe-
tévé teszik egy feladat sziineteltetését is, ez nem val-
toztat a késdbbi lefutasan). Az elvaras tehat az, hogy ha
egy feladat beker(lt a rendszerbe, akkor fusson is le.

Minden kedves Olvasénknak

Mivel a rendszer joval dsszetettebb, mint egy helyi
klaszter vagy szuperszamitogép, egy-egy hiba eseten-
ként el6fordulhat. Ezen ritka hibak kiszlrésére a ,pro-
duction” szinvonalu grid-rendszerek egytél egyig meg-
valdsitottak valamilyen monitorozé rendszert, amely akar
a kilénb6z§8 szolgaltatasok logjait elemezve, akar bizo-
nyos id6kdzonként beklldott teszt feladatokkal, vagy a
komponensek m(ikodését kiildén-kilon ellenérz6 funk-
ciondlis tesztekkel vizsgélja, hogy mennyire megbizhaté
az infrastruktuara.

Erdekességként megemlitendd, hogy az esetlegesen
észlelt hiba sokszor nem a grid-infrastruktdra rendelle-
nességét mutatja, hanem gyakran a hal6zat ideiglenes
zavarabol vagy épp a teszteld program helytelen miko-
désébdl szarmazik.

6. Osszefoglalas

Osszességében elmondhatjuk, hogy a grid-rendszerek-
ben, mivel természetlknél fogva igen komplexek, min-
dig kénnyen bukkanhat fel hiba, amely biztonsagi koc-
kazatot jelenthet még akkor is, ha a felhasznaldk és a
kliensgépek tokéletes viselkedését feltételezzik. Ezért
hangsulyozzuk, hogy minden grid-implementaciéban na-
gyon komoly figyelmet kell forditani a biztonsagi kérdé-
sekre, hogy elkeriilhetéek legyenek az esetenként igen
sllyos incidensek.

Irodalom

[1] Bruce Schneier,
“Secrets & Lies: Digital Security in a Networked World”,
John Wiley & Sons, 2000.
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A cikk keretein beliil egy viszonylag Uj grid iranyzattal, a desktop gridekkel kapcsolatos taszkiitemezés kérdéseit mutatjuk
be. A hagyomanyos gridekkel ellentétben desktop-gridek esetén nem egy adott infrastruktiraba kildi a felhasznalé a taszk-
jait, hanem azok egy kézponti szerverre keriilnek, ahonnan az er6forrast felajanlé donorokon futé kliensek letéltik, majd fut-
tatjia azokat. Tehdt nem egy taszkhoz kereslink eréforrdast, hanem a szabad kapacitdassal rendelkezé er6forras kér futtatandé
taszkokat. A cikk soran bemutatjuk a desktop-grideket, par médszert azok skalazhatésagara, valamint bemutatjuk a hierar-

chikus desktop-gridekkel kapcsolatos ltemezési kérdéseket és lehetséges algoritmusokat.

1. Bevezetés

A hagyomanyos, szolgaltatasalapu gridek mellett egy
masik grid iranyzat mutat jelentds fejlédést: a desktop-
gridek. A szolgéltatas alapu gridekkel [1] ellentétben a
desktop-grid Iényege az asztali szamitégépek szabad
szamitasi kapacitdsanak 6nkéntes felajanlasaban és an-
nak kihasznalasaban rejlik [2]. Vagyis egy desktop-grid-
be barki beléphet. Azonban a belépés szé értelme eb-
ben az esetben mas: mig a szolgaltatasalapu gridek ese-
tén a belépd felhasznalok hasznalhatjak a rendelkezés-
re allé infrastruktarat, addig desktop-gridek esetén a
felajanlott szamitdgépek alkotjak az infrastruktarat. A ki-
hasznalt szabad szamitasi kapacitasokért a felhaszna-
I6k krediteket kapnak. A felajanlott szamitégépek ter-
mészetesen barmikor elhagyhatjak a rendszert, ebbdl
adodik a grid-jelleg. Tovabbi kiilénbség, hogy hagyoma-
nyos gridek esetén a felhasznalok tetszéleges alkalma-
zast futtathatnak a griden, desktop-gridek esetén a fut-
tathatd alkalmazasok kére korlatozott: ltaldban egy desk-
top grid egy probléma megoldasara specializalédik, igy
egy alkalmazast futtat sok kilénbdz8 paraméterrel.

A desktop-gridek idedlisak olyan probléméak megolda-
sara, melyeknél egy nagyobb feladatot le tudunk bonta-
ni nagyszamu kisebb részfeladatra, ezek eredményébdl
pedig az eredeti probléma megoldasa kdvetkeztethetd
(master-worker tipusu feladatok). Masik tipikus alkalma-
zasi feladatosztaly a parametrikus ellemzések (parameter
study alkalmazasok), ahol ugyanazt a feladatot kell na-
gyon sok, akar tobb tizezer paraméterrel lefuttatni. (ltt
jegyezzilk meg, hogy az ilyen parametrikus vizsgalato-
kat szolgaltatéi grideken is el lehet végezni [11], vagy
példaul a BME-n kidolgozott Saleve rendszerrel is vég-
rehajthatok [12].

A master-worker tipusu feladatok esetén, ha az ere-
deti probléma megoldasa nagyon hoszszu ideig futna
egy szamitégépen (akar egy klaszteren, akar egy szu-
perszamitdgépen), aprobb feladatokra leosztva viszont
a részfeladatok szamitasi igénye annyira lecsékken, hogy
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viszonylag révid id6 (néhany 6ra, esetleg par nap) alatt
feldolgozhaté egy hagyomanyos PC-n. Desktop-gridek-
re példak a kévetkez6 alkalmazésok: kdzel 250 orszag
masfél millié szamitdgépének kapacitasat hasznalja a
SETI@Home [3], mely a vilagdrbdl érkez6 radidjelek fel-
dolgozasat végzi. Kisebb (bar korantsem elhanyagol-
haté) volumeni projektek még az Einstein@Home [4]
és a Climateprediction.net [5]. Hazankban a nyilvanos
SZTAKI Desktop Grid (SZDG) futtat hasonléan BOINC
alapu nyilvanos projektet, melynek célja a sokdimenziés
binaris szamrendszerek megtalalasa [13]. Az algoritmust
az ELTE Komputeralgebra tanszéke fejlesztette ki és
az MTA SZTAKI-val kézdsen adaptaltak az SZDG-re.

Az emlitett projektek kézds vonasa, hogy BOINC-ra
[6] alapozva épitették fel az infrastrukturat. A BOINC a
kdévetkez8 elven mikddik: egy kézponti szerveren talal-
haté a projekthez kapcsol6do honlap, a futtatandé alkal-
mazas(ok) és az alkalmazas(ok)hoz kapcsolédé mun-
kacsomagok. A munkacsomagok kaphatnak prioritast:
nagyobb prioritasi szint beallitasaval jelezheti a desk-
top-grid adminisztratora, hogy szamara az adott munka
kiszamolasa fontosabb, mint a tébbié. A felhasznalék
egy BOINC kliens telepitésével kapcsolodhatnak a szer-
verhez (igy ajanlhatnak fel egy szamitégépet — donort),
ahonnan a kliens letélti a futtatand6 alkalmazast, vala-
mint adott mennyiségli munkacsomagot feldolgozasra.
Amint van munkacsomag, a BOINC kliens elinditja az al-
kalmazast, amely feldolgozza a munkacsomagot. A fel-
dolgozas végeztével a BOINC kliens feltélti a szamolas
eredményét a kdzponti szerverre.

Az 1. abra mutatja egy desktop-grid felépitését.

A cikk tovabbi részeiben elészor réviden bemutatjuk
az desktop-grid esetén felmerdlt taszkiitemezéssel kap-
csolatos kérdéseket és az azokkal foglalkoz6 cikkeket.
Utana bemutatunk harom médszert desktop-gridek sza-
mitasi kapacitasanak egyszer( névelésére, majd ezek
kézll egyet részletesen koriljarunk. Végul ejtiink par
sz6t a tovabbi lehetséges kutatasi iranyokrél, majd ro-
viden dsszefoglaljuk a leirtakat.
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Desktop Grid szerver
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1. abra A desktop grid felépitése

2. Utemezési kérdések

A legfontosabb kérdések: mit Gtemezzlnk és miért, mas-
ként: mi az (temezés célja? Az egyértelmii cél az, hogy
a még fel nem dolgozott munkacsomagokat minél el6bb
kiszamoljak a donor szamitogépek. Vagyis a munkacso-
magokat szeretnénk kiosztani olyan médon, hogy:

— a nagyobb prioritdsi munkacsomagok

elébb kerlljenek feldolgozasra,

— a donorok lehet6leg minél kevesebbet

dolgozzanak feleslegesen,

— a desktop-griden talalhaté ésszes munkacsomagot

a lehetd legrévidebb id6n belil kell feldolgozni.

A bevezetés alapjan feltehetjik még a kérdést, mi-
lyen (temezéssel kapcsolatos kérdések merllhetnek fel
desktop-gridek esetén? Tobb vonatkozasban beszélhe-
tlink Gtemezésrdl: egyrészt, kérdés, hogy mennyi mun-
kat igényeljen egy donor (pontosabban a donoron futé
BOINC kliens) [7,8].

Amikor egy donor munkat kap, a szerver megjegyzi,
hogy kinek osztotta ki a feldolgozandé adatot és kiosz-
taskor egy hatarid6t rendel a munkacsomaghoz. A meg-
adott hataridén belll vissza kell érkeznie az eredmény-
nek a szerverre, kiilénben a szerver azt feltételezi,

lenlegi BOINC implementacié elsésorban a munkacso-
magok prioritasa szerint csékkend, masodsorban a mun-
kacsomag létrehozasi ideje szerint névekvd sorrend
alapjan osztja ki a munkacsomagokat feldolgozasra.

3. Desktop-gridek skalazhatésaga

Felmerdl a kérdés, meddig névelheté egy desktop-grid
teljesitménye sima szamitégépekkel, illetve mekkora te-
her egy-egy Uj szamitdégép felajanlasa? Mint a beveze-
t6ben lattuk, egy szamitogép bekdtése par egyszer( lé-
pést igényel csupan, de szamitdgépek szazainak (pl.
klaszter) bekdtése mar idéigényes és monoton munka.
A feladat egyszer(ibbé tétele érdekében az MTA SZTA-
Kl kifejlesztett egy specialis BOINC klienst, az ugyne-
vezett klaszter klienst [9], mely hatalmas méret( klasz-
ter felajanlasa esetén is csupan egyetlen kliens telepi-
tését igényli. A telepités utan a klaszterkliens feladata,
hogy a klaszter szamitégépeire szétossza a kapott fel-
adatokat. A BOINC szerver szempontjabdl a klaszer egy
tobbprocesszoros szamitdégépként latszik és ennek meg-
felel6en is kér munkat a szervertdl. A 2. abran X’ jeldli
a szlkséges felajanlasokat klasztergépek egyenkénti,
illetve klaszterklienssel végzett felajanlasa esetén.

Tovabbi bévitési lehet6ség desktop-gridek szamita-
si kapacitdsanak ndvelésére az, ha a desktop-grideket
hierarchidba, fastrukturaba szervezziik. A strukturaban
also szinten levd desktop-grid munkat igényelhet a fe-
lette levé desktop-gridtél. igy a hierarchia alkalmazasa-
val lehet8ség nyilik arra, hogy egy desktop-grid teljesit-
ményét egy masik desktop-grid teljesitményével novel-
tette az MTA SZTAKI [10].

A 3. abra példat mutat egy hierarchikus desktop-grid
rendszerre, ahol a fels6bb szint(i desktop-gridtdl (példa-
ul egyetem egy karanak desktop-gridjét6l) munkat kér-
nek az alsébb szintl desktop-gridek (példaul az egye-
temi kar tanszékeinek desktop-gridjei).

2. abra Lehetséges klaszter-felajanlasok

hogy a donor valamiért nem tudta befejezni a fel-
dolgozast és kiosztja mas donornak a munkat. Te-
hat lényeges, hogy a donor csak annyi munkat kér-
jen, amennyit fel is tud dolgozni hataridére. Mas-
részt, egy donor tdbb desktop-gridhez is kapcso-
I6dhat, igy kérdés, hogy az egyes desktop gridek
kdzo6tt milyen aranyban ossza meg szabad szami-
tasi kapacitasat. Ezt az aranyt a donort felajanlo

Desktop Grid

beadllithatja, vagyis ha ugy érzi, hogy két (vagy tébb)
projekt kézll szamara az egyik valamiért kilénd-
sen fontos, a szabad szamitasi kapacitas nagyobb
részét ajanlhatja fel szamara. igy a hataridé be-
tartasat szorgalmazé (itemezés tovabb bonyolddik:
figyelembe kell venni az egyes projektek sulyat is.

Harmadrészt, felmeriilhet a kérdés, hogy a szer-
ver végez-e valamilyen Utemezést, azaz mely mun-

szerver fa—pm  Node x _—»| Node  x
L —
e e e
le | ————
T T T T T Kaszter T T T T
«— Node x'—.-i Node,_, |
Desktop Grid ’ o
szerver Node, ~  Node,_,
Node, ‘\| Node_

kacsomagokat kiildi ki el6szor feldolgozasra? A je-
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3. abra Hierarchikus desktop-grid rendszer

Tovabbgondolva a hierarchikus desktopgrid-modellt,
a fastruktura mellett lehet6ség van egyenrangu desk-
top-gridek kialakitasara, ahol az egyenrangu desktop-
gridek tetszés szerint adhatnak at egymas kéz6tt mun-
kat. Ekkor a fenti dbran lathaté als6 szint( desktop-gridek
példaul munkat cserélhetnek egymas kozt.

problémakat azonosithatjuk: tul sok/kevés munka kéré-
se fels6bb szintrél, hataridg tullépése és felsébb szin-
tekrdl szarmazd munkacsomagok kozétti kiildnbségtétel.

Az elsé probléma akkor jelentkezik, amikor egy alsébb
szintl desktop grid altal kért munka mennyisége nem
tlkrozi a desktop grid teljesitményét. Példaként a lenti
abra jeldléseit hasznalva, ha a ,B’ desktop grid kis tel-
jesitményd, de sok munkat kér az ,A’ desktop gridtdl,
akkor ezzel munkat vonhat el a nagyobb teljesitmény
,C’ desktop gridtél. Ennek ellenkez6 esete, amikor a sok
donorral rendelkezé desktop grid kevés munkat kér és
a donorok nagy része ,malmozik”.

A masodik probléma akkor jelentkezhet, amikor egy
desktop grid talvallalja magat (mert tal sok munkat kér),
és a letdltétt munkacsomagok hatarideje lejar a fels6bb
szint( desktop griden. Ezt az alsébb szintd desktop grid
egészen addig nem veszi észre, mig meg nem prébdlja
visszatélteni az eredményt felsébb szintre. Vagyis, tul sok
munka kérése esetén az alsébb szint donorjai felesle-
gesen dolgozhatnak.

Hierarchikus desktop gridek esetén kérdés, hogy ad-
junk-e prioritast a fels6bb szintr6l érkez6 csomagoknak,
illetve ha egy desktop grid tébb fels6 szinttdl is kér mun-

4. Skalazhaté desktop gridek
utemezési kérdései

Az el6z6 részben harom lehetséges mo-

dot mutattunk desktop gridek skalazasara: e g \

Desktop Grid szerver B

klaszterek illesztése, hierarchia kialakita-
sa, illetve egyenrangl desktop gridek 6sz- |
szekapcsolasa.

Klaszter illesztés esetén a klaszter kli-
ens csupan anynyiban médosul az erede-
ti klienshez képest, hogy tébbprocesszo- P
ros szamitogépkent reprezentélja a klasz- g
tert. Ebbdl a szempontbdl klaszterek ese-
tén a BOINC kliens Utemezési algoritmu- |\
sa megfeleld, hiszen az fel van készitve
tébb processzoros donorok kezelésére.

Az egyenrangu desktop gridek téma-
kére egyel6re koncepcionalisan létezik, igy
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ezen rendszeren belili taszkok temezé-
sével a cikk keretein bellil nem foglalkozunk.

Ebben a részben a hierarchiaba szervezett desktop
gridekkel kapcsolatos litemezések kérdéseit targyaljuk
részletesebben. El§szér bemutatjuk a hierarchikus kiala-
kitasbdl szarmazo Utemezési problémakat, majd bemu-
tatjuk azokat az eseményeket, amelyek egy hierarchikus
rendszer &llapotat (ez altal az temezési algoritmusok
muikodését) befolyasoljak, végil bemutatunk par tteme-
zési algoritmust, melyek hierarchikus desktop gridek ese-
tén alkalmazhatoéak.

4.1. Hierarchikus desktop gridek iitemezési problémai

Hierarchikus desktop gridek esetén jelentkezd (te-
mezési problémakat legegyszerlibben a 4. abra segit-
ségével lehet bemutatni. Az abra alapjan a kévetkez6
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4. abra dsztetett hierarchikus rendszer

kat, melyiket részesitse el6nyben, mely csomagjait dol-
gozza fel el6bb? A felsébb szint( desktop gridtdl szar-
maz6 munkacsomagok prioritdsa kdnnyen biztosithatd,
ha az onnan szarmaz6 munkacsomagok nagyobb prio-
ritassal kerlilnek be az alsé szintli desktop grid szerver-
re, mint barmelyik, nem fels6 szintrél szarmazé munka-
csomag prioritasa.

Hierarchikus rendszerben egy desktop grid t6bb fel-
s6bb szinthez is csatlakozhat. Ebben az esetben alkal-
mazhaté a BOINC kliens modszere: az alsébb szintl
desktop grid adminisztratora megadhatja, hogy a mun-
kacsomagok hany szazaléka érkezzen az egyes fels6bb
szint( desktop gridektdl.
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4.2. Hierarchikus desktop grideket befolyasold események

Szamos olyan esemény létezik, amely kézvetlen(l
moédositja egy hierarchikus rendszer allapotat, példaul:
donorok be- és kilépése, Uj munkacsomag megjelenése,
munkacsomag atadasa, munkacsomag feldolgozasa,
desktop grid be- és kilépése.

« Uj donor megjelenése egy desktop grid teljesitmé-
nyét ndveli. A donor azonnal kapcsolodik a kérdéses szer-
verhez és onnan munkat kér, melyen elkezd dolgozni.

* Donor kilépése csokkenti a desktop grid teljesitmé-
nyét. Sajnos ebben az esetben a desktop grid szerver
nem érteslil azonnal a kilépés tényérdl, vagyis ha a do-
nor kért korabban munkacsomagokat, azokat addig nem
osztja ki a szerver Ujabb donoroknak, amig azok hatar-
ideje le nem jar.

« Uj munkacsomag megjelenése tébbféleképpen hat-
hat: ha a munkacsomag prioritasa magas, akkor lehe-
t6leg minél elébb meg kell kapnia egy donornak feldolgo-
zasra. Ha nincs prioritasa, akkor bekeril a varakozasi
sor végére.

» Munkacsomag atadas akkor kévetkezik be, amikor
egy alsébb szintl desktop grid felsébb szintrél kér mun-
kat. Ekkor felsébb szinten az atadott munkacsomagok-
hoz generalddik egy hataridd, amin belll eredménynek
kell érkeznie, kiilénben feleslegesen dolgoztak az alsébb
szint( desktop grid donorjai.

 Desktop grid belépése tébbféle modon térténhet:
ha als6 szinten 1ép be egy desktop grid, akkor teljesit-
ménynovel6 szerepet tolt be. Felsébb szintre térténd be-
Iépéskor az ala bekapcsolt desktop grideknek plusz mun-
kat jelent a téle szarmazé munkacsomagok feldolgoza-
sa, vagyis az 6 szempontjukbdl sajat csomag-feldolgo-
zasi teljesitményiik csékken. Kéztes szintre is beléphet
az Uj desktop grid, ekkor szerepe kettds: fogad is és to-
vabbit is munkacsomagokat.

« Desktop grid kilépése t6bb dolgot eredményezhet.
Ha fels6 szintl desktop grid 1ép ki, akkor munka tlinik el.
Ekkor, ha als6bb szint kapott munkat, feleslegesen sza-
molja azt ki. Als6bb szint(i desktop grid kilépése azt ered-
ményezi, hogy a felsébb szintrél kiosztott munkat addig
nem kapja meg masik donor (vagy desktop grid), amig
hatarideje le nem jar.

4.3. Hierarchikus desktop gridek iitemezési algoritmusai

Ebben a részben réviden bemutatunk néhany lehet-
séges Utemezési algoritmust hierarchikus desktop gri-
dek esetére, majd elemezziik, hogyan reagalnak a ko-
rabban bemutatott {6bb allapotmodosité eseményekre.

A bemutatasra ker(l6 (itemezési algoritmusok kézds
tulajdonsaga, hogy ,lokalis” algoritmusok, vagyis nincs
ralatasuk a teljes hierarchikus rendszerre, hatékoériik az
egyes desktop gridekre korlatozédik, vagyis csak a
hozzajuk kapcsol6dd desktop gridrél rendelkeznek in-
formacioval, a felsébb szintl desktop gridek allapotarol
informéaciéjuk nincs.

4.3.1. Alapiitemezés

Ez az ,utemezési” algoritmus a SZTAKI altal létreho-
zott hierarchikus modell implementacié alapértelmezett
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algoritmusa. Lényege a kdvetkez8: az alsé szintl desk-
top grid fix ,n’ processzorral rendelkezé donorként mu-
tatja magat a fels6bb szintek felé, azaz a felsébb szin-
tekrdl szarmazd, feldolgozas alatt levé munkacsomagok
szama maximum ,n’ lehet.

Az (itemezés tdbb korabban emlitett problémat nem
old meg: mivel el6re kotdtt a kért munkak szama, ezért
az algoritmus nem kdveti, ha a dekstop grid teljesitmé-
nye novekszik, vagy csokken. igy elképzelhets olyan ext-
rém eset (példaul Ures als6 szint(i desktop grid esetén),
amikor a frissen kapcsol6dé donorok nem kapnak mun-
kat. Ellenkez6 esetben (donorok kilépésekor), amikor a
desktop grid teljesitménye csdkken, tul sok munkat kér,
igy a fels6bb szintrél szarmaz6 munkak hatarideje rend-
re lejar: a donorok feleslegesen dolgoznak.

Amennyiben a desktop grid adminisztratora kéveti a
valtozasokat, modosithatja a kért munka mennyiségét,
de ez kils@, emberi beavatkozast igényel.

4.3.2. Donorfliggé ltemezés

Ez az Gtemezési algoritmus annyiban proébalja javi-
tani az alap Gtemezést, hogy a kért munkacsomagok
szama kdveti az als6 szintli desktop gridhez kapcsolédo
donorok szamat. Vagyis, Uj donorok belépése vagy do-
norok kilépése esetén ez j6 megoldas, az algoritmus al-
kalmazkodik a valtozashoz. Donor kilépése esetén fon-
tos, hogy a kilép& donort a felhasznaléja térélje a rend-
szerbdl, kulénben az algoritmus feltételezi, hogy a donor
még mindig dolgozik az alsé szintl desktop grid szama-
ra. Vagyis donor kilépés esetén az algoritmus (hasonl6-
an az alap Utemezéshez) emberi beavatkozast igényel
a helyes mikddéshez.

4.3.3. Aktivdonor (itemezése

A donorfligg8 Utemezési algoritmus lehetséges kie-
gészitése egy olyan sz(irés, amely csak az aktiv donorok
szamara kér munkat, azaz az olyan donorok kiszlrése,
melyek hosszabb id6 6ta nem jelentettek le kész munkat.
Két lehetdség kinalkozik a passziv donorok sz(irésére:

— a desktop grid adminisztrator adott id6kézdnként

torli azokat a donorokat az adatbazisbal,
melyek az utolsé ellenérzés éta nem toltdttek fel
eredményeket, vagy

— az (temezési algoritmus valdsitja meg a donorok

sz(rését.

Az emberi beavatkozast elkerilend célszer(i az utéb-
bi megoldast valasztani. Kérdés, mikor kell az algoritmus-
nak egy donort paszszivnak tekintenie? A passzivitas
meghatarozasa a kévetkez6k alapjan torténik: az algo-
ritmus passzivnak tekinti azokat a donorokat,

— amelyekhez nem tartozik munkacsomag,

igy kiszlrhet6ek azok a donorok, akik nem kér-
tek Ujabb munkat, tovabba

— azokat a donorokat, amelyekhez ugyan tartozik

munkacsomag, de a munkacsomag feldolgozasi
hatarideje lejart.

A fenti két feltétel vizsgalataval biztosan csak annyi
donor szamara fog munkat kérni az algoritmus, ahany
a fentiek szerint aktiv.
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Az aktivdonor (itemezés tehat javitja a donorfliggé
Utemezést: emberi beavatkozas nélkil képes kiszirni a
passziv donorokat, és az aktiv donorok szamatdl fig-
g6 mennyiségl munkat kér.

4.3.4. Timeout (itemezés

Az eddig emlitett alap, donorfligg6 és aktivdonor (te-
mezési algoritmusok mindegyike a desktop grid allapota-
t6l, pontosabban a donorok szamatél fliggé mennyiségi
munkat kért fels6bb szintrél (az alap Gtemezés bizonyos
értelemben kakukktojas, hiszen fix szamu munkacsoma-
got kér). Az emlitett algoritmusok hianyossaga, hogy nem
veszik figyelembe a felsébb szintrél kapott munkacsoma-
gok hataridejét, vagyis hidba kér annyi munkat, ameny-
nyi donor dolgozik, ha a donorok nem tudjak teljesiteni
a hatarid6ket (esetleg azért, mert a donorok nagyon
lassu szamitogépek).

A probléma kiklisz6bdlése érdekében a Timeout al-
goritmus nyilvantartja a munkacsomagok atlagos meg-
fordulasi idejét (Average Turnaround Time, ATT): a mun-
kacsomag megfordulasi idék (Turnaround Time, TT — a
munkacsomag felsébb szintrél valé letdltése és a hoz-
za tartozé eredmény visszatéltése kozotti id6) atlagat. A
timeout Gtemezés lényege, hogy az algoritmus folyama-
tosan frissiti az ATT értékét, azaz statisztikat készit a
desktop grid teljesitményébdl. Munkacsomag letdltése-
kor ellenérzi a kapott munkacsomag hataridejét. Ameny-
nyiben a kapott hataridé kisebb, mint az aktudlis ATT,
eldobja a munkacsomagot és nem kér tébb munkat. igy
azonban holtpontra juthat az algoritmus: ha nem kap
Ujabb munkat, nincs ami az ATT-t cs6kkentse. Az ilyen
helyzetek elkeriilésére az algoritmus adott id6kdzdn-
ként csOkkenti az ATT értékét. Majd ha az ATT a legu-
tolso letdltott és eldobott munkacsomag hatarideje ala
csOkkent, ismét prébalkozik munka letdltésével.

Az 5. dbra a timeout algoritmus m(ikddését mutatja.

5. dbra ATT csékkentése

4.3.5. Donortimeout algoritmus

A timeout algoritmus problémasan mikédhet abban
az esetben, ha jelent8sen eltérd teljesitmény(i donorok
tartoznak a rendszerhez. Tegylk fel, hogy két donor
dolgozik az als6bb szint(i desktop grid szamara és fel-
s6 szintrdl ugyanolyan szamitasi igényl és hataridejl
munkacsomagokat kap a desktop grid. Az egyik donor
10 perc alatt végez a munkaval, a masik 50 perc alatt,
és a munkacsomagok hatarideje 40 perc. Egyértelmd,
hogy a lassu donor sosem fog érdemben végezni egy
munkacsomaggal sem, az ATT kezdetben mégis 30
perc, vagyis feleslegesen kér az algoritmus munkat a
lassu donor szamara is.

A probléma kikiszébdlésére a donortimeout algorit-
mus donoronként tartja nyilvan az ATT értékeket, ezal-
tal elkertilhet6 a fentebb emlitett gond: az elsé donor
ATT értéke 10 perc, szamara mindig kér Gjabb munkat
az algoritmus, a lassu donor ATT-je viszont kezdett6l fog-
va 50 perc, vagyis csak azon ritka alkalmakkor fog sza-
méara munkat kérni az algoritmus, ha a hozza tartozé
ATT értékét 30 perc ala csdkkentette.

4.3.6. Varakozasi sor

Az eddig bemutatott algoritmusok figyelték a dono-
rok szamat, esetleg figyelembe vették a munkacsoma-
gok atalagos feldolgozasi idejét, a kapott munkak hatar-
idejének viszonyat. Viszont nem foglalkoznak a desktop
grid allapotaval, azon belil a helyi, még feldolgozasra va-
r6 munkakkal. Abban az esetben, ha a fels6bb szintrdl
kapott munka nem élvez prioritast a helyiekkel szemben,
feldolgozasuk csak a helyi munka utan térténik meg.

A varakozasi sor miikdédése soran figyelembe veszi
az aktiv donorok halmazat, a kapott munka prioritasat, a
kapott munka hataridejét, valamint a feldolgozasra varé
munkak halmazat. Uj munka letdltésekor prioritas szerint
sorba rendezi a 1étez6 munkacsomagokat és az aktiv
donorok ismeretében becslést ad az egyes munkak el-

végzéseének idejére (példaul pesszi-

Uj munkacsomag
hatarideje
|
‘ -
-
RS e | o

mista becslés esetén feltételezi, hogy
mindig a leglassabb donorok kapjak

ATT >= hataridé, nem
kérlink uj munkat

ATT né egy
munkacsomag
feldolgozas utan

ATT csokkentés

ATT csokkentés

ATT csokkentés

ATT < hataridé, uj
munkat kérink
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a munkat). Amennyiben a kapott mun-
ka nem dolgozhat6 fel hataridén be-
[ll, elveti azt és adott ideig nem is kér
munkat fels6bb szintrél.

A varakozasi sor algoritmus valé-
jaban tébb (temezést is magaba fog-
lalhat: a 1étez6 munkak feldolgozasi
idejének becslési médszerétdl fliggs-
en mas és mas (itemezési algoritmust
kapunk.

5. Osszefoglalas

A cikk keretein beliil a desktop gridek-
ben talalhaté munkak ltemezésének
kérdéseit és azok lehetséges megol-
dasait jartuk korbe. El6szér bemutat-
tuk a desktop grid fogalmat és meg-
emlitettlink par olyan eredményt, mely
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a munkak donor oldali itemezésével foglalkozik, vagyis
azzal a kérdéssel, hogyan végezhet§ el adott mennyi-
ségl munka hataridén belll, a szabad szamitasi kapa-
cités kihasznalasaval.

Kovetkez6 1épésként tobb mddszert is ismertettlink
a desktop gridek skalazasara: klaszter bevonasat, hier-
archikus desktop grid épitést és az egyenrangu desk-
top gridek felépitését. A harom mddszer koziil a hierar-
chikus desktop gridekkel foglalkoztunk részletesebben:
megvizsgaltuk, milyen problémakra kell odafigyelni az
Utemezés soran, bemutattuk mik befolyasoljak az lte-
mezési algoritmusokat, végil példakat mutattunk tébb
lehetséges itemezési algoritmusra, melyek tébb szem-
sz6gbdl becsllik meg a letéltendé munka mennyiségét.

Tovabbi munkak kézétt szerepel az algoritmusok tel-
jesitményének szimulacion keresztili vizsgélata, vala-
mint az egyenrangu desktop gridekkel kapcsolatos Ute-
mezés koriljarasa.

A fenti algoritmusokat az ,Uj generaciés grid techno-
l6giak kifejlesztése és meteoroldgiai alkalmazasa a kor-
nyezetvédelemben és az épuletenergetikaban” cim(
Jedlik Anyos projekt [14] keretében létrehozandé hier-
archikus SZTAKI Desktop Grid rendszerekben fogjuk al-
kalmazni. A projekten belili f6bb alkalmazasi teriletek:
a klima-modellezés és az éplletek hiltéstechnikajanak
vezérlése. Tovabbi fontos alkalmazésa lesz a kidolgozan-
dé Utemezésnek a CancerGrid EU FP6-0s projektben,
ahol rak elleni orvossagok fejlesztési idejének csokken-
tése a cél [15].

A hierarchikus SZTAKI desktop gridek megnyitjak az
utat a desktop gridek széleskdrl és skalazhatd alkalma-
zasanak iranyaba a kutatéhelyek és a vallalatok sza-
mara egyarant.
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A kézel egy évtizede beharangozott, és azdta folyamatosan béviilé és egyre széleskériibben hasznalt grid rendszerek mara
szamos eurdpai és vilagméretl projektek kutatdsi célpontjaiva valtak. Ezen heterogén, erételjesen dinamikus rendszerek eré-
forrasainak eléréséhez és hatékony hasznalatahoz nélkiilé6zhetetlen, ugynevezett Grid Brokerek, er6forras-kezelé rendszerek
alkalmazdsa. Az Uj trendek és fejlédési irdnyok a brékerek fejlesztésére is kihatottak: kezdetben elegend6 volt egy erbforrast
tarsitani egy tetszbleges feladathoz, mdra egyre fontosabba valik a felhaszndldk igényeinek kiszolgaldsa. Az (zletiesedé gride-
ken minBségi szolgaltatdsokat kell nydjtani és kulcsfontossdgu az egylittmik6dés megteremtése az eltér6 megvaldsitasu, de

hasonlé elven m(ikédé grid rendszerek kézott.
1. Bevezetés

A 90-es években kezdett kibontakozni egy Uj kutatasi
irany az elosztott szamitasok teriiletén, melyet grides
szamitasoknak (Grid Computing) neveztek el. A grid-
rendszerek lényege a vilag kiilénb6zé tajain 1évé sza-
mitasi rendszerek 6sszekapcsolasa, nagyobb szamita-
si kapacitas elérése érdekében. Az érdekl6dés egyre na-
gyobb ezen szakterlilet irant; ezt bizonyitja a szamos
vilagméret( gridkutatassal foglalkozé projekt (CoreGRID
[1], LA Grid [2], Globus [3]). EKkor még a nagy szamitasi
igény( feladatokkal rendelkez8 kutatok kétkedve néztek
a grideket hirdetd, népszerisitd fejlesztékre, akik rovi-
debb futtatasi id6t és kényelmes kezel8-feliletet igértek.
Id6kdzben a grid rendszereken belll kilénféle kihiva-
sok megoldasa és komponensek fejlesztése végett el-
téré kutatasi iranyok kérvonalazédtak ki, melyek 6nallé
kutatasi terliletté emelték a grides szamitasokat. A grid-
rendszerek fejlédése soran szamos kutatasi teriletrdl
(biologia, kémia, fizika) érkeztek felhasznaldk, akik a kez-
deti nehézségek ellenére beléptek a gridet alkalmazdk
kérébe. Ma mar a friss statisztikak és kutatasi eredmé-
nyek is azt mutatjak, hogy helyesen cselekedtek.

A napjainkra elegend@en stabil és megbizhaté gri-
dek kutatasa a felhasznal6i igényekre 6sszpontosit, hi-
szen ezen koévetelmények elengedhetetlenek a maj-
dan Uzleti célokat szolgalé gridek szamara. A gridrend-
szereken belll az eréforras-kezel6 komponensek fej-
lesztésével foglalkoz6 kutatasi terlletet érinti a legin-
kabb a felhasznal6i igények feler§sdédése. Ezek alap-
jan a kutatas két f6 igényre 6sszpontosit: a szolgalta-
tas szint(i szerz6dések lehet6vé tételére (Service Level
Agreements, WS-Agreements [4]) és az eltér6 megva-
I6sitasu szolgaltatoi gridek egylttmikddésének elése-
gitésére. E cikk az utobbi cél elérésére tett kisérleteket
és kutatasi iranyokat mutatja be a grides eréforras-ke-
zelés témakorében. Bar napjainkra szamos jol megter-
vezett, széles kérben hasznalt grides eréforras-kezeld
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rendszer (Resource Management System), grid-broker
[5] elérhet6 a felhasznaldi kbz0sség szamara, ezek az
eszkdzok a gridet megvalositd, ugynevezett kdztes ré-
teg (grid middleware) komponenseire, szolgaltatasaira
épllnek, melyek kevéssé adnak lehet6séget az ujon-
nan felmerdlt igények kielégitésére. A jelenlegi megva-
I6sitasok nagy része nem képes atlépni a kdztes réteg
alkalmazoi korlatait, ezaltal a teljes grid rendszer fejlesz-
tésével azonos mértékben fejlédhetnek, mely igen las-
su elGrelépést és az Uj igények tekintetében radikalis
valtoztatasokat jelent. A t6bb évtizede kidolgozott fela-
dat-Utemezési stratégiak ritkan hasznalhaték grides kor-
nyezetben, aminek a gyakran valtozé terheltség és elér-
het6ség, valamint a grid middleware korlatjai jelentenek
akadalyt. Mindezek ellenére hazankban is folynak kuta-
tasok Ujabb, a grides kdérnyezethez alkalmazkod¢ (te-
mezési stratégiak kidolgozasara [14]. Emellett napjaink
szolgaltatéi gridjei viszonylag elkildnitett felhasznaloi
kdzbsséggel és fejlesztbi csoporttal rendelkeznek, mely
szintén az egylttmiikodés elésegitésének Utjaban all.

Az 1. abran lathat6 napjaink grides alkalmazasa: a
grides er6forrasok elérése altalaban grid portalokon ke-
resztil torténik, de lehet6ség van kdzvetlenil az erdfor-
ras-brokerek meghivasara is.

Az egyittm(ik6dé gridek problémajaval nagytekinté-
ly( szakért6i csoportok is foglalkoznak. Az egyik ilyen,
Eurépaban iranyaddé grides szakért6i csoport a Next Ge-
neration Grids Expert Group, mely az Eurdpai Bizottsag
égisze alatt mikodik. Legujabb kdzleménylikben [6] az
eurdpai gridek jovéjérdl, a 2010-ig megvaldsitando6 és
azon tulmutaté célokat, kutatasi iranyokat jelélték ki. Eb-
ben a webes és grides technolégidak konvergenciajat
allapitottdk meg és egyben kijelélték az utat a szolgal-
tatas-orientalt tudas-alapu komponensek, SOKU-k (Ser-
vice Oriented Knowledge Utility) fejlesztése felé, me-
lyeknek egylttmiikédd, megbizhatd és hibatliré miiko-
dést megvalosité megfeleld tudas-bazissal rendelkez6
szolgaltatasoknak kell lennilk.
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Mindezen felhasznaldi igényeket és szakért6i utmu-
tatasokat figyelembe véve ez a cikk egy olyan magas
szint( eréforras-kezel§ szolgaltatast javasol az egyditt-
mukodési probléma megoldasara, mely az eléirasoknak
megfeleld tulajdonsagokkal rendelkezik és nem igényli
a koztes réteg komponenseinek Ujratervezését.

2. Eroforras-kezelés és valasztas -
a kezdetektol napjainkig

Kezdetben a grides er6forras-kezel6 komponensek csak
a rendszerbe bekapcsolt, szamitasokat végz8 szamité-
gépek elérését tették lehetévé egy feladatot bekildé,
allapotot ellenérzd és eredményt letéltd interfészen ke-
resztiil. Az egyre nagyobb méretli és egyre tébb fela-
datot kiszolgal6 gridekben viszont felmerllt az igény
olyan brokerek kifejlesztésére, melyek a gridek informa-
ciés rendszerével kommunikalva a feladat végrehajta-
sanak legmegfelel6bb (altalaban lehet6 leggyorsabb fu-
tasi id6t biztosité) eréforrasra (temezze a felhasznald
feladatat (job-jat). Az er6forras-informaciok begydjtésén
és az Utemezésen tul a Grid Broker feladata az eréfor-
rassal torténd kapcsolatfelvétel, a feladat bekiildése,
allapotanak ellenérzése és jelentése a felhasznalénak,
végll az el@allitott eredmény visszajuttatasa. A felhasz-
naloi feladatok leirasa feladat-leiré nyelven (job desc-
ription language) térténik, ezt kell atadni a brokernek a
futtathaté allomannyal egy(tt.

Itt szembesUliink az elsé problémaval: a kiilénb6z6
megvaldsitasu gridrendszerek altalaban eltérd formatu-
mu leird nyelveket hasznalnak. Ezen tilmenden, bar a
kdztes réteg komponensei és szolgaltatasai azonos m-

kodési elvvel rendelkeznek, szintén eltérd protokollt hasz-
nalnak a fajlok tovabbitasara, az informacids rendszer
adatainak tarolasara és elérésére, valamint az er6forra-
sok kezelésére. Ezen eltérések lattan nem meglepé,
hogy mind a felhasznaldk (a leiré nyelvek formatuma mi-
att), mind a fejleszt6k (az eltérd protokollok és interfé-
szek miatt) csoportokba témériltek és az altaluk valasz-
tott rendszer hasznalatat, illetve fejlesztését valasztot-
tak. Ugyanezen érvek miatt az egyes Grid Brokerek is
bizonyos kéztes réteghez, gridrendszerhez kétottek.

Napjainkra a kutatok és brdker-fejleszt6k tébbsége
felismerte ezt a problémat, és megtették az elsd l1épést
az egylttmikodés elbsegitése érdekében: elkezdték
Ujratervezni, kibGviteni a brokerek bizonyos komponen-
seit lehet6vé téve Ujabb nyelvek megértését és eltérd
protokollok hasznalatat. Ennek kdszdénhetéen egyes
brokerek mar képesek tébbféle griddel egyuttmiikddni,
ezaltal kilénb6z8 felhasznaléi csoportokat kiszolgalni.
Ezek a bdvitések napjainkban is folynak, viszont érthe-
t6 modon hosszabb id6t és tdbb munkat igényelnek,
nem is beszélve arrél, hogy ezaltal a brokerek egyre dsz-
szetettebbé és megbizhatatlanabbé valnak, hiszen né
a hibalehetéségek szama.

A masik viszonylag kénnyen megvalésithaté megol-
das a gridportalok kibdvitése. Ezek az eszkdzok kényel-
mes, egyszer(ien hasznalhaté felhasznal6i feliiletet biz-
tositanak az egyes gridkomponensek hasznélatara, a
felhasznaloi feladatok végrehajtasara. Léteznek korla-
tozott szolgaltatasokkal rendelkez8 vagy bizonyos fela-
datok tamogatasara specializalt portalok is. Erre egy
példa a hazankban kifejlesztett Conflet keretrendszer
(CONFigurable portLET) [13], melynek segitségével egye-
di feladatokhoz készithetlink portalt, megkdnnyitve ez-

1. dbra Szolgaltatdi gridek felhasznalasa napjainkban
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zel a grides alkalmazast, futtatast. Bar a legtébb grid por-
tal egy adott gridrendszerhez kététt, lehetséges a bro-
kerek kib6vitéséhez hasonléan Ujabb nyelvek, proto-
kollok és interfészek tAmogatasanak beépitése, ezaltal
a portal képes lesz tébb szolgaltatéi gridet hasznalni,
eltéré felhasznaloi kdzdsségeket kiszolgalni. Tovabbi
elény a nagyobb szamitasi kapacitas biztositasa, hiszen
tébb grid tébb eréforrast jelent.

A 2. abra mindkét megoldasra bemutat egy példat a
P-GRADE Portal [7] haszndlatan keresztil. Ez a grid-
portal egy altalanos workflow-fejleszté és -futtatd kor-
nyezetet nyujt a felhasznalok szamara. Az abran a Por-
tal dobozban a nagyobb téglalapokkal jelélt elemek a
végrehajtando felhasznaldi programok (delta, cummu
stb.), ezek dsszekapcsolasaval all el a grides alkalma-
zas, mas néven workflow. Az alkalmazés megszerkesz-
tése soran a felhasznald nyilakkal kétheti 6ssze a futtat-
haté programok kimeneti és bemeneti fajljait (a kisebb,
szamozott téglalapok), ezek a nyilak az egyes programok
kdzotti fliggéségeket jeldlik. A szerkesztés utolso fazisa-
ban erdforrasokat vagy brokereket rendelhetlnk a prog-
ramokhoz (mas néven feladatokhoz, jobokhoz), melyek
az alkalmazas inditasa utan elvégzik a feladatok futtata-
sat a hozzajuk tartozé gridekben. A megoldas hatranya
hasonlo, mint az el6z8 esetben: eltérd gridek tamoga-
tasa a rendszer modositasat, Ujratervezését igényli.

3. Evolucios lépés:
Grid Brokerek egyesitése

Az el6z6ekben bemutatott nehézségek lattan tdbb ku-
tatéi csoport is U] utat keresett az egyuttmiikddési prob-
Iéma megoldasara. Nyilvanvaléva valt, hogy a jelenlegi
architektura megtartasaval a kdzeljév6ben nem, csak a
gridek kodztes rétegének hosszabb id6t igényl6 fejlédé-
se utan valosithaté meg az egyuttmiikédé gridek vilaga.
A megoldas kulcsa a brékerek kdzétti kommunikacio meg-
valésitasaban rejlik.
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Az egyik legnagyobb vilagméret( grid kutatoi szer-
vezet az OGF (Open Grid Forum) a grid rendszerek min-
den terliletén szabvanyositasra és Uj megoldasok kidol-
gozasara térekszik. Szamos kutatasi csoportja kozil az
egyik, az OGF-GSA-RG (Grid Scheduling Architecture
Research Group [8]) egy minden brdker altal elfogadott
és megvalositott interfész kidolgozasat tlizte ki célul. Egy
ilyen interfész lehet6vé tenné, hogy kommunikaljanak
egymassal a brokerek és kuldnféle felhasznaléi felada-
tokat osszanak meg egymas kozo6tt, kozdsen valassza-
nak eréforrast a feladatoknak, mindezaltal a lehet6 leg-
nagyobb szamitasi kapacitast érhetnék el a felhaszna-
I6k. Az els6 nagy nehézséget jelentd probléma ebben
a megkozelitésben a kdzds interfész kidolgozasa. Ha ez
a kdzeljovében meg is szliletne, az egyes brdkerek in-
terfészhez igazitasa, Ujratervezése, majdan a kozds ute-
mezési mlivelet megtervezése és megvaldsitasa bizto-
san hosszu id6t fog igénybe venni.

A méasik megkdzelités az elklldnitett rendszerekben
m(kddé hasonlé megvaldsitasu brokerpéldanyok kom-
munikaciojat célozza meg. Mivel ezen brékerpéldanyok
megegyeznek és ugyanazon kutatok fejlesztik, egysze-
riibbé valik kézds interfész megalkotasa és haszndlata.
(Megjegyzendd, hogy ez esetben az eltér6 kutatodi cso-
portok vélhet6en mas-mas interfészen dolgoznak, en-
nél fogva a teljes grid rendszer ismételten szeparalt ma-
rad.) Ezt az irdnyvonalat kdvetik a kévetkezd projektek:
Koala [9], LA Grid [2] és Gridway [10].

Mindegyik megoldas egy-egy sajat brékerpéldanyt
mUkodtet elklldnitett gridekben vagy eltérd virtualis szer-
vezetekben, domain-ekben. A brékerpéldanyok képesek
kommunikalni egymassal és ha a sajat hataskdrikben
lévd erdforrasok tulterheltek vagy nem képesek végre-
hajtani a felhasznaléi feladatot, tovabbitjak azt egy ma-
sik domain-t kiszolgal6 példanyhoz. A szerz6k legutéb-
bi publikacidéikban mar bemutattak, hogy jarhaté az al-
taluk kijeldlt irany, ugyanakkor az eltérd rendszerek ké-
z0tti egytttm(ikodés még ebben az esetben sem meg-
oldott.
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A végsd megoldast az ugynevezett meta-brokering,
a létezd brokereket egylittesen hasznald, magas szintd,
metaadatokat felhasznal6 brékerezés jelenti. Ez a meg-
kozelités egy Ujabb szintet hoz Iétre a gridbrokerek folé
és azokat egylttesen hasznalja a felhasznaldk kiszol-
galasara. Az OGF korabban kidolgozott egy szabvanyt
a feladatleird nyelvek egységesitésére, ez lett a JSDL
(Job Submission Description Language [11]).

A Grid Meta-Broker tervezése soran definialtunk egy
Uj nyelvet a brékerek tulajdonsagainak egységes leira-
sara, azaz a brokerekkel kapcsolatos metaadatok taro-
lasara — ezt neveztiik el BPDL-nek (Broker Property De-
scription Language [12]). A meta-brékeres szinten tor-
ténd Utemezéshez szilkség van még egyéb ltemezési
felhasznaldi igények leirasara és minéségi szolgalta-
tast biztosité szintén ltemezéssel kapcsolatos broker-
tulajdonsagok definialasara.

Ezeket az attribitumokat a BPDL els6 verzidja tartal-
mazta, a legujabb, folyamatban 1évé fejlesztéslinkben vi-
szont kilén vélasztottuk ezeket az adatokat és mind a
felhasznaldi feladatok, mind a brokerek leirasara hasz-
nalhatjuk azokat a JSDL és a BPDL kiegészitéseként.
Ez az Ujabb nyelv az MBSDL (Meta-Broker Scheduling
Description Language) nevet kapta, mellyel hangsulyoz-
zuk, hogy a nyelv attributumai Gtemezési tulajdonsago-
kat és igényeket irnak le. A szétvalasztasra azért volt
szlikség, mert mind a BPDL mind a Meta-Bréker JSDL
kiegészitd nyelve tartalmazta ezen attribGtumok jelent6s
részét — igy foloslegesen, duplan taroltunk bizonyos ada-
tokat.

A masik indok a szabvanyositas megkdnnyitésében
rejlik: az OGF-GSA-RG [8] mar korabban elkezdett egy

Utemezéssel kapcsolatos leird nyelvet kidolgozni (SDL,
Scheduling Description Language). Mivel az SDL kdve-
telményrendszerét lefedték a BPDL 1.0 és a JSDL ki-
terjesztés bizonyos részei, kigydjtottik ezeket az attri-
butumokat az MBSDL nyelvbe és felvettiik a kapcsola-
tot a kutatdcsoporttal a kompatibilitas megtartasa és a
tovabbi munka elésegitése céljabdl. Az (itemezési algo-
ritmus ezeket a metaadatokat hasznalja fel arra, hogy
valasszon az adott feladathoz egy brokert, ezaltal egy
gridet, futtatasi kérnyezetet. A kivalasztas utan a fela-
datot eljuttatja a brékernek, amely végrehajtja az altala
megszokott modon. A Meta-Brdker feladata az altalanos
feladatleiras leforditasa a valasztott bréker nyelvére.

A Grid Meta-Broker architekturat (3. dbra) egy 6nal-
|6 webszolgaltatasként valdsitottuk meg. Ezaltal fligget-
len a grides kdztes rétegektdl és szabvanyos interfésze-
ken keresztil kommunikal a felhasznalék és a gridek
felé. A brokervalasztast IS Agent-ek, grid-informacids
rendszerekkel kapcsolatban allé ligyndkék segitik. Az
altaluk gyujtétt informaciokkal kiszirhet8ek a tulterhelt
vagy hibasan miikédé eréforrasokat hasznald brdokerek.
Az Invoker nev(i komponensek a Meta-Brdker altal hasz-
nalt brokerek meghivasat, a feladatok tovabbitasat és
az eredmények begydjtését végzik. Egy masik lehetsé-
ges megvaldsitasban az Invoker-ek hasznalata helyett
a felhasznaléra vagy a Meta-Brokert hasznald portalra
bizhatjuk a tényleges feladatbekildést. Ez esetben a
Meta-Broker a kivalasztott bréker nevét és a leforditott
leirast adja vissza a felhasznalénak és a feladat lefuta-
sa utan értesitést var a lefutas sikerességérél. Ezt az
informaciét az adott brdkert leird teljesitményadatokban
frissiti.

3. dbra Grid Meta-Bréker architektura

Portal
_ or
Joh description Submission H _
(JSDL) Broker name, results Job status.
H 't%?l- output
i 1 ™ NorduGrid
¥ \_Broker
£
.| Meta-Broker ©
Core ;
/ Information
Collector
:‘ Translator ™ | BPDL List SwissGrid
™ VO Load .
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Grid Brokerek evollcidja: egységben az erd

4. Osszefoglalas
és jovobeli tervek

Lathattuk, hogy a bevezetésben emlitett Uj kihivasoknak
nem képesek megfelelni a korabban megalkotott grides
er6forras-kezeld rendszerek. A legujabb felhasznaléi igé-
nyeket, nagyobb szamitasi kapacitast és (izleti kdvetel-
ményeket kiszolgal6 szolgaltatas megvaldsitasahoz egy
Uj szemléletre, magasabb szintli megkdzelitésre van
szlikség: egyesiteni kell az elkllénilt szolgaltatoi gri-
deket menedzsel6 brokereket. Ezen brokerek tovabbi
rendszerekhez térténd adaptalasa vagy portalokba in-
tegralasa jo kezdeti megoldasnak bizonyul, de hosszu
tavon kezelhetetlenné és sériilékennyé valnanak.

Egy masik igéretes megkdzelités az azonos megva-
I6sitasu broker példanyok egymas kézoétti kommunika-
cidjanak lehetévé tétele, mely az azonos brékerek altal
mikodtetett gridek egyuttm(ikédését megoldja, viszont
ezek az egyesitett gridek ugyancsak elkiléniilnek egy-
mastol, hiszen az eltérd fejlesztésli brékerek nem képe-
sek kommunikalni egymassal.

A végs8 megoldast a Grid Meta-Broker alkalmazasa
jelenti, mely a legujabb elvarasoknak megfeleld felépi-
téssel rendelkezik és szabvanyos nyelveket és interfé-
szeket hasznal az egylttm(ikddd gridek megvalédsita-
sahoz. A meta-brékeres miikddés lényege, hogy a mar
jol bevalt, széles felhasznalbi korrel rendelkezé broke-
reket egylttesen alkalmazva egy kdz0s hozzaférési szol-
galtatast nyujtsunk az 6sszes felhasznalé szamara az
Osszes elérhet6 gridhez. A bemutatott Meta-Broker meg-
valdsitasa folyamatban van, a kévetkezd |épés a rend-
szer tesztelése, mellyel bizonyitjuk a hatékonyabb, ké-
nyelmesebb és egyszer(bb grid alkalmazast.

Egy vilagméreti egyesitett grid rendszerben (WWG,
World Wide Grid [15]) a Meta-Brdkerek jatszhatjak majd
az &sszekotd szerepet, ami szilkségessé teszi, hogy az
egyes példanyok megosszak a feladatokat és kommu-
nikaljanak egymassal. A Meta-Broker architektira meg-
felel az NGG jelentésben [6] foglalt kévetelményeknek,
és egylttesen alkalmazza a legujabb webes és grides
technolégiakat.

Koészonetnyilvanitas

A cikkben ismertetett munka a CoreGRID
NoE IST-2002-004265 projekt tamogatasaval jott létre.

LXIl. EVFOLYAM 2007/12

Irodalom

[1] http://www.coregrid.net
[2] http://www.latinamericangrid.org/
[3] http://www.globus.org/
[4] http://www.ogf.org/documents/GFD.107.pdf
[5] A. Kertész, P. Kacsuk:
A Taxonomy of Grid Resource Brokers,
6th Austrian-Hungarian Workshop on Distributed
and Parallel Systems (DAPSYS 2006) in conjunction
with the Austrian Grid Symposium 2006,
Innsbruck, 21-23 September 2006,
pp.201-210.
[6] Next Generation Grids Report:
Future for European Grids: GRIDs and Service
Oriented Knowledge Utilities — Vision and Research
Directions 2010 and Beyond,
(NGG3), December 2006.
[7] A. Kertész, G. Sipos, P. Kacsuk:
Multi-Grid Brokering with the P-GRADE Portal,
In post-proceedings of the Austrian Grid Symposium
(AGS’06), OCG Verlag, Austria, 2007.
[8] https://forge.gridforum.org/sf/projects/gsa-rg
[9] A. losup, D. H.J. Epema, T. Tannenbaum,
M. Farrellee, M. Livny:
Inter-Operating Grids through Delegated MatchMaking,
In proceedings of the Int. Conf. for High Performance
Computing, Networking, Storage and Analysis
(SC07), Reno, Nevada, November 2007.
[10] T. Vazquez, E. Huedo, R. S. Montero,
I. M. Llorente:
Evaluation of a Utility Computing Model Based on
the Federation of Grid Infrastructures,
(Euro-Par 2007), 28 August 2007.
pp.372-381.
[11] http://www.ogf.org/documents/GFD.56.pdf
[12] A. Kertész, I. Rodero, F. Guim:
Data Model for Describing Grid Resource Broker
Capabilities, CoreGRID Workshop on Grid Middleware
in conjunction with ISC’07 Conference,
Dresden, Germany, 25-26 June 2007.
[13] D. Pasztuhov, I. Szeberényi:
A Conflet rendszer Uj architekturaja,
Networkshop 2007.
https://nws.niif.hu/ncd2007/docs/ehu/036.pdf
[14] L. Cs. Lérincz, A. Ulbert, Z. Horvath, T. Kozsik:
Towards an Agent Integrated Speculative Scheduling
Service, 6th Austrian-Hungarian Workshop on
Distributed and Parallel Systems
(DAPSYS 2006), Innsbruck, 21-23 September 2006.,
pp.211-222.
[15] P. Kacsuk, A. Kertesz, T. Kiss:
Can We Connect Existing Production Grids into
a World Wide Grid?,
Submitted to 8th International Meeting High
Performance Computing for Computational Science
(VECPAR’08), Toulouse, France, 24-27 June 2008.

25




Grid rendszerek hasznalata
vasbeton hidgerendak tervezésében

PAszTuHOV DANIEL, SZEBERENY! IMRE

BME Iranyitastechnika és Informatika Tanszék
{dani, szebi}@iit.bme.hu

SiPos ANDRAS ARPAD

BME Szilardsagtani és Tartészerkezeti Tanszék
siposa@silver.szt.bme.hu

Lektoralt

Kulcsszavak: grid, portal, ipari alkalmazas, vasheton gerendak, parhuzamos szamitas

Cikkinkben bemutatunk egy valds, mérndki feladatot és annak megoldasat egy hatékony parhuzamos algoritmussal, valamint
egy — felhasznaldi feliiletek elballitdsat hatékonyabba tevé — webes eszkdzt is, melynek segitségével kényelmes, webes fel -
leten indithaték parhuzamos és grid-feladatok, valamint lehet6ség van parancssoros programok inditdsara is.

1. Bevezetés

Bar a grid nagy szamitasi kapacitasa miatt az ipari alkal-
mazasok széles kdrében alkalmazhaté lenne, a haszna-
lat nehézkessége eddig meggatolta az ilyen jellegd fel-
hasznalas elterjedését. Cikkiinkben bemutatunk egy
hatékony parhuzamos algoritmust, amellyel egy mérné-
ki probléma megoldasa szamithaté. Az algoritmus alkal-
mas arra, hogy a szamitasokat grid-kérnyezetben hajt-
suk végre. A hozz4 tartoz6 felhaszndléi felilet lehetévé
teszi az ipari felhasznaldk szamara az eljaras egyszerd
hasznalatat. Segitségével lehetéség van a szikséges
adatok bevitelére, azok fajlba tortén6 elmentésére, ko-
rabbi adatfajlok beolvasasara és természetesen a sza-
mitas elinditasara, valamint az eredmények letéltésére
is. A felliletet 1étrehozé konfiguralhaté portlet egy Gjon-
nan kifejlesztett nyelvet haszndl a felilet mikédésének
leirasara. A keretrendszer alkalmas arra, hogy a parancs-
soros adatbeviteltdl a grafikai megoldasokig az alkalma-
zasok széles korét biztositsa a felhasznaloi fellilet szama-
ra. Megkdzelitéslink konfiguralhatésag szempontjabdl
eltér a Grid kérnyezetekhez fejlesztett portalrendszert6l
(Genius [16,17], P-GRADE [18], BIRN [19], LEAD [20]).

A parhuzamos algoritmus el6feszitett vasbetongeren-
dak, els6sorban hidgerendak térbeli alakvaltozasainak
szamitasara szolgal. A probléma er6sen nemlinearis jel-
lege — a geometriai és anyagi nemlinearitas egyszerre
befolyasolja az egyensulyi alakot — ellenére az eljaras
megbizhato, nem kell tartani hamis megoldasoktol vagy
divergens viselkedést6l. A szakirodalomban [5-7] eddig
javasolt eljarasok bizonyitottan vezethetnek hamis meg-
oldasra, vagy produkalhatnak kaotikus viselkedést. Mdd-
szerlink megbizhatésaganak ara a nagy szamitasigény,
hiszen pontos eredményhez mintegy 1 millié ridalakot
kell kiszamitani.

Cikklink masodik fejezetében réviden ismertetjik az
algoritmust, kiemelve a vasbeton rudak deformacioinak
szamitasaban rejl6 nehézségeket, az eljaras részletes
ismertetése tdbb publikiciéban is megtalalhat6 [1-3]. A
harmadik fejezet a felhasznaléi felllettel szemben ta-
masztott kovetelményeket tartalmazza, a negyedik feje-
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zetben pedig az 0j Conflet keretrendszert mutatjuk be,
mely alkalmas mas eljarasok hasonl6 igényeinek gyors
és hatékony kielégitésére.

2. Vasbeton hidgerendak

térbeli deformacidéjanak szamitasa

A bevezetSben emlitett algoritmus vasbetongerendak és
-oszlopok térbeli deforméacidit hatdrozza meg az anyag
és a geometria nemlinearis viselkedésének figyelembe
vételével. A szamitas soran a nyir6- és a normaler6kbol
szarmazo6 alakvaltozasokat elhanyagoljuk, tovabba fel-
tessziik, hogy a sik keresztmetszetek a deformacié utan
is sikok maradnak.

A rad azon tartomanyat, ahol csak nyomoéfesziiltsé-
gek ébredhetnek, betonnak nevezziik, azon tartomanyo-
kat pedig, ahol huzéfeszlltségek is ébredhetnek, acél-
nak hivjuk. A keresztmetszet alakja és a vasak helyzete
tetszbleges (1. abra).

2.1. A keresztmetszet gorbiiletének szamitasa

A sik keresztmetszetek térvénye miatt a hajlitas ha-
tasara a keresztmetszet egy egyenes, a semleges ten-
gely koérdl fordul el. Célunk a semleges tengely, a gor-

1. abra
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bilet és az elcsavarodas szamitasa. A rud egy kereszt-
metszetének igénybevétele tipikusan kllpontos nyomas
és egyidejli csavaras. A semleges tengely meghataro-
zasa egy nem-linedris egyenletrendszer megoldasat
kdveteli meg, hiszen a hizott oldalon a beton bereped,
vagyis a dolgozé keresztmetszetet az ismeretlen sem-
leges tengely hatarolja. Egy, az egyensulyi egyenletek-
b6l szarmaztatott kétdimenzids leképzéssel a semleges
tengely helye kevés, 10-15 iteracids Iépésen belill egyér-
telImien meghatarozhaté. A linearis anyagtérvényhez
tartoz6 leképzés szarmaztatasardl, illetve a konvergen-
cidgjanak bizonyitasardél [1,3,4] szamol be részletesen.
A beton valésagos viselkedését sokkal pontosabban mo-
dellezd, fellagyul6 anyagtérvényhez is definialhat6 egy
konvergens iteracid, mely egyértelmiien meghatarozza
a semleges tengely helyét és a gorbliletet.

Vasbeton rudak szamitasanal nem csupan a beton
anyagtoérvényének nemlinearitasat kell figyelembe ven-
ni, hanem a beton zsugorodasat és klszasat is. A zsu-
gorodasi tobbletgdrbuletet az EUROCODE szabvany
(EC2) [15] alapjan kdzvetlenil lehet szamitani. A ku-
szast a kiiszasi tényez6 segitségével szamitott effektiv
rugalmassagi modulussal vesszik figyelembe. Ponto-
sabb szamitasokhoz lehetség van az ugynevezett
Trost-féle eljaras hasznélatara. A kiiszas és a zsugoro-
das szamitasa az algoritmus megbiz-

fliggvényeknek nevezzik. A megoldasokat a valtozok
és a teherparameéter d=n+1 dimenzids terében keresslk,
amelyet a tovabbiakban a probléma Globalis Reprezen-
taciés Terének (GRS) neveziink. A GRS egy-egy pontja
tehat egy-egy kezdetiérték-feladatnak felel meg és ezek
kozott keressik a vizsgalt mechanikai probléma perem-
érték-feladatanak megoldasait. A szimplex modszernél
elsé Iépésben a GRS-t diszkretizaljuk egy szimplex-ha-
I6val. (A fenti példa 2D-s GRS-ében ez haromszdgekre
valé felosztast jelent.) Ezutan kiintegraljuk a kezdetiérték-
feladatot a szimplexek 6sszes csucspontjaban, megha-
tarozva a fliggvények e pontbeli értékét. A szimplexek
belsejében linearis interpolaciét alkalmazva keressiik a
feladat megoldasait, azon pontokat, ahol minden fligg-
vény értéke zérus. lit tehat egy egyszer( linearis egyen-
letrendszert oldunk meg.

A példa teljes megoldasahoz a GRS 6sszes szimp-
lexében el kell végezni a szamitast, ami rendkivil mun-
kaigényes, a szamitasi igény GRS dimenzidjaval expo-
nencialisan nd. Ezért érdemes a mdodszert nagy telje-
szerekre implementalni. A szimplex médszer kuléndsen
alkalmas erre, mivel a szamitasokat szimplexenként ki-
I6n, egymastol fliggetlendl lehet végezni, tehat a sza-
mitasi munka kis, 6nallé egységekre bonthaté.

hatésagat nem befolyasolja. Az el6-
feszités kapcsan a megengedhetd
feszit6er6t, illetve a feszlltség-vesz-
teségeket szintén az EC2 szabvany
szerint szamitjuk.
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az elcsavarodas hosszmenti integra-
lasaval kaphatjuk meg, amennyiben
a rud egyik végének térbeli helyze-
tét és az ott m(ikodd eréket és nyo-
matékokat ismerjik. Ebben az eset-

Geometry Statical modell | Environmental variables | Load | Submission of the job | F

ben kezdetiérték-feladatré! beszé-
Iink. A mérndki gyakorlatban tipiku-

san a rud mindkét végén vannak is-
meretlen geometriai vagy statikai meny-
nyiségek. Ekkor egy peremérték-fel-
adatot kell megoldanunk, mely jéval
nagyobb szamitasi kapacitast igé-
nyel, mint egy kezdeti-érték feladat
kiszamitasa.

A peremérték-feladat megolda-
sara kézenfekvé numerikus eljaras a
szimplex-modszer [4,8,9], amely nagy-
szamu kezdetiérték-feladat megolda-
sara vezeti vissza a problémat. Egyet-
len rudbdl all6 szerkezetek esetén
valtozok a rud egyik végén a perem-
feltételek altal nem régzitett alakval-
tozasi jellemzd8ket vdltozoknak ne-
vezz(k. A rud masik végén a perem-
feltételek altal elGirt mennyiségeket
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3. A felhasznaloi feluilettel szemben
tamasztott kovetelmények

Ahhoz, hogy egy ,valds életbdl” vett gerendat szamolni
tudjunk, megkdzelitéleg 200-1000 paraméter megada-
sara van szlikség. A paraméterek szama alapvetéen a
keresztmetszet bonyolultsagatol fiigg (2. dbra). A bevitt
koordinata-adatoknak megfeleld alakzatot felhasznaloi
ellendrzés céljabol a képernyén meg kell jeleniteni.

Az anyagi jellemz8k megfelelnek az EC2 szabvany-
nak, azaz a felhasznaldnak valaszthat a kilonféle miné-
ségu betonok, acélok és eléfeszitd paszmak kdzul. A fel-
hasznaloi fellilet a megfelel6 anyagjellemzdket a kiva-
lasztott minéséghez rendeli hozz4. Tovabbi paraméterek
adjak meg kérnyezeti jellemz6ket (példaul relativ para-
tartalom, a szerkezet életkora megterheléskor stb.) Szlk-
séges tovabba a szerkezet terheinek (koncentralt és meg-
oszto terhelést) bevitele.

Ha az 6sszes paramétert megadtuk, a feladat elindit-
hatd, vagy a paraméterkészlet fajlba menthetd, hogy on-
nan visszaolvashassuk egy kés6bbi feladatinditas érde-
kében. Inditas el6tt a Globalis Reprezentacios Tér adatai
moédosithatéak.

4. A Conflet keretrendszer

A felhasznaldi felllet a Conflet (CONFigurable portLET
— konfiguralhaté portlet) rendszerrel készilt. A Conflet
rendszer egy egyszer(en hasznalhat6 keretrendszer az
alkalmazéasfejleszt6k szamara, hogy segitségével fel-
hasznalobarat fellleteket készitsenek grid-kérnyezet-
ben futé feladatok inditasahoz, lecsdkkentve ezzel a fej-
lesztésre forditott id6t.

Arendszer arra vald, hogy oldalakat, oldalcsoportokat
jelenitsen meg és beolvassa réla a feladat kiilénbdz6 pa-
ramétereit, elvégezzen egyszer(i szamitasokat (ideért-
ve egy kép generalasat), fajlokat hozzon létre és végil
grides feladatot (vagy parancssoros tavoli programot)
inditson. Sok ilyen tipusu feladat Iétezik, igy a Conflet f6
célkitlizése, hogy minimalizélja a fejleszté altal elvégzett
munkat.

A Conflet a nyilt forraskédu, ingyenes GridSphere Por-
tal Keretrendszer [10,11] szolgaltatasaira épit, de olyan
rugalmasra lett tervezve, hogy barmely mas (nem feltét-
lendl portal, de mindenképpen Java alapu) keretrend-
szerrel egy(tt tudjon mdkodni.

Egy Conflettel Iétrehozott feladatindité alkalmazas
futds kdzben is megvaltoztathat6 a konfiguracios fajlok
(azaz azon fajlok, amik az alkalmazas kinézetét és visel-
kedését befolyasoljak) egy halmazanak feltéltésével. A
két f6 fajltipust view-nak és controller-nek nevezzik. Egy
view hatarozza meg egy oldal kinézetét, megvaldsitasat
tekintve JSP f4jl. A controller hatarozza meg egy oldal vi-
selkedését, azaz azon akciokat, melyeket a portlet vég-
rehajt egy gomb megnyomasara vagy egy link meghiva-
sara. Mindkét fajltipusbdl tébb példany Iétezhet és ezen
példanyok nincsenek 6sszekdtve sem: az aktudlis view
megvaltozhat az aktualis controller megvaltoztatadsa nél-
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kil és forditva is, valamint egy view tébb controllerhez is
tartozhat és egy controller tébb view-nak is lehet a parja.

4.1. Controller és View

A controllerek megalkotasahoz létrehoztunk egy XML-
alapu vezérl6 nyelvet. A controller nyelv string valtozokat
és egyszer( vezérlési szerkezeteket (elagazas, ciklus)
hasznal.

Egy Conflettel el6allitott felhasznaloi feliletben tébb
view (Java Server Pages (JSP) [14] és GridSphere Ul Tab
Library) segitségével létrehozott oldal is létezhet. A ki-
I6nféle oldalakat csoportosithatjuk, Gigynevezett fiilek-
be szervezhetjik. A flilek oldalon belili pozicidja egy sa-
jat jelélével adhatdo meg a Conflet Tag Library-bél. Egy
példa controller és view lathat6 a 3. és 4. abra. Az utéb-
bi a 2. abra k6zépsé részének leirasa.

A view és controller fajlok f&bb jellemz&i a kdvetkezdk:

+ Karakterlanc tipusu valtozék definialhaték és
hasznalhatdk a view és controller fajlokban.

A véltozok kdénnyen 6sszeflizhet6k egymassal
vagy egy konstanssal.

+ Az (irlapelemek értéke a rendszerben valtozoként
jelennek meg, mig tulajdonsagaik controller
parancsokkal allithaték be. Az Urlapelemek értékei
fajlba mentheték, és visszatdltheték onnan.

3. dbra

<?xml version="1.0"7>
<actions wversion="1.0.1"
xmlns:condor="http://n0.iit.bme.hu/gridsphere/condor.xsd"
xmlns:ssh="http://n0.iit.bme.hu/gridsphere/ssh.xsd"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:noNamespaceSchemaLocation="leirc.xsd">
<init>
<for var="i" begin="1" end="§{rf n}">
<listbox beanId="rf ${i)_dia" file="rfdia.dat"
selectedid="6"/>
<checkbox beanId="psrf ${i}" selected="false"/>
</for>
</init>
<default>
<if>
<or-each var="i" begin="1" end="${rf_n}“>
<string string="§{psrf $(i}}"/>
</or-each>
<then>
<enable-tab tabid="prestress"/>
</then>
<else>
<disable-tab tabid="prestress"/>
</else>
</if>
</default>
<action name="show">
<generate-postfix var="pngpostfix"/>
<function
class="hu.bme.iit.gridsphere.vasbeton.geometria.Geometria”
jar="vasbeton.jar" output="cache/geomkep${pngpostfix}.png">
<input>
<line>pic</line>
<line>rectangle</line>
<line-each var="i" begin="1" end="${paramnum}">
${param ${i}}
</line-each>
</input>
</function>
<image beanld="ready"
src=“‘${user_nane]{cache!geomkﬂpS[pngpostfix},png“{)
</action>
<action name="change">
<next view="geomselect.jsp" ctl="geomselect.xml"/>
</action>
<action name="next">
<next/>
</action>
</actions>
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<ui:frame>
<ui:tablerow header="true">
<ui:tablecell>
<conflet:message key="DATA OF CROSS_SECTION"/>
</ui:tablecell>
</ui:tablerow>
</ui:frame>
<ui:frame>
<ui:tablerow>
<ui:tablecell width="350">
<ui:hiddenfield beanId="paramnum' value="3"/>
<conflet:message key="WIDTH OF RECTANGLE"/>:
</ui:tablecell>
<ui:tablecell>
<ui:textfield beanld="param 1" value="15.0"/>
</ui:tablecell>
</ui:tablerow>
<ui:tablerow>
<ui:tablecell width="350">
<conflet:message key="HEIGHT OF RECTANGLE"/>:
</ui:tablecell>
<ui:tablecell>
<ui:textfield beanId="param 2" value="10.0"/>
</ui:tablecell>
</ui:tablerow>
<ui:tablerow>
<ui:tablecell width="350">
<conflet:message key="SIZE OF_ CUTS"/>:
</ui:tablecell>
<ui:tablecell>
<ui:textfield beanId="param 3" value="0.0"/>
</ui:tablecell>
</ui:tablerow>
</ui:frame>

4. abra

« Fajlok hozhatok |étre, tdlthetbk le és fel a tavoli
gépre vagy akar az alkalmazasszerver gépére.

A fajlok tartalma reguldris kifejezésekkel valtozokba
tehetd. A fajl feldolgozasahoz és irasahoz
ciklusok definialhatok.

Névvel ellatott valtozécsoportok hozhatok létre
és tarolhaték XML-fajlokban. A csoportok nevei
listadobozba télthetdk, mig a kivalasztott nevi
csoportba tartozoé valtozék egy utasitassal
aktivalhatok.

A controllerhez Javaban kiterjesztéseket irhatunk,
melyek segitségével egyszerl szamitasokat
végezhetiink el, vagy akar képeket hozhatunk
léetre. A futtatashoz a Java Security Managert
hasznaljuk. A kiterjesztések az archivumnév (JAR),
az osztaly neve, valamint a ki- és bemenet
megadasaval hivhaték meg.

* A parancsnyelv alapparancsai is kdnnyedén
kiterjeszthetdk. Az alapparancsokat tartalmazé
modul (Conflet Language Bundle, CLB) kdnnyedén
lecserélhetd, tartalma kilonféle adminisztraciés
fajlok médositasa nélkil megvaltoztathato.

A CLB nem csak Uj alapparancsokat, hanem
Uj konfiguracios fajltipusokat is tartalmazhat,
igy a rendszer — bizonyos keretek kdzt —
rugalmasan bdvithetd.

+ A controllerben lév6 hibak a Java stack trace-hez
hasonl6an jelennek meg.

4.2. Architektira

A Conflet tébbréteg( architektarat hasznal, melyet
a lenti, 5. abra abrazol.

* A user interface modul (a Conflet téglalapjan
belll a legfelsd, szlrke kor) kéti éssze a portal
motort (vagy mas, megjelenitéshez hasznalt
Java kérnyezetet) a rendszer kdzponti moduljaval
a ,Conflet interface” modulon keresztill.

Feladata, hogy a f6 modulbdl szarmazé oldalakat
megjelenitse, és a felhasznaloi interakciokat

a f6 modulhoz visszairanyitsa.

A Conflet interface modul (a Conflet téglalapjan
belll a fels6 lapos téglalap) definialja azokat

az interfészeket és absztrakt osztalyokat, melyek
a ,user interface” modul és a f6 modul kdzétti
interakciéhoz hasznalhatok.

(Nem tekintjuk kuldn rétegnek).

A f6 modul (a Conflet téglalapjan bellli négyzet)
keretszolgaltatasokat nyujt a CLB-nek, ugy mint
parancs- és konfiguracios fajl-osztalyok betdltése,
fajlok betdltése, az adatok kezelése,
kommunikacié és a CLB elemeinek meghivasa.
A Conflet Language Bundle (a Conflet téglalapjan
bellili kis kérékkel teli kér) tulajdonképpen
parancsosztalyok és konfiguraciés fajl-osztalyok
halmaza kiegészitve néhany segédosztallyal,
melyek a CLB koherenciajat hivatottak biztositani.
A controller parancsait a CLB osztalyai valositjak

Akcidk (parancssorozatok)
rendelhet6k nemcsak

egyes konkrét felhasznaloi
eseményekhez, hanem akar
egy oldal els6 betdlt6déséhez
(init), vagy egy tetszéleges
akcio lefutasahoz (default).
Az akcidk egymasbdl is
meghivhatok.

A rendszerhez beépiilé
modulok (plugin) segitségével
Uj middleware-t, (j storage-et
és Uj, tavoli helyen parancsot
futtatni képes modult
(accessor) tudunk adni.

A beépiil6 modulok Uj
parancsokat is
tartalmazhatnak.

LXIl. EVFOLYAM 2007/12

29




HIRADASTECHNIKA

meg, a konfiguracids fajl-osztalyok pedig az
egyes tipusok (példaul view, controller stb.)
mlkddését biztositjak.

* Plugin modulok (a Conflet téglalapjanak jobb ol-
dalan lévé félkorok) definialhatok, hogy hozzaférést
biztositsunk a kildnféle kilsd szolgaltatasokhoz,
mint a grid, egy cluster, tavoli storage-ek,
vagy program-végrehajték. A Plugin modulokban
tovabbi parancsok lehetnek.

A ferdén csikos részek a konfiguracié menetét jeldlik.

A trapézfejli palcikaember (konfigurator) elkésziti a kon-
figuracios fajlokat, melyek egy-egy felliletként jelennek
meg a felhasznaldé szemszdgébdl.

A potty6z6tt vonal a feladat inditasanak menetét szem-
Iélteti: a kétfejli felhasznald kapcsolatba Iép a Conflet
egyik fellletével, majd az — a beépiilé modulokon keresz-
til — elinditja a feladatot, ami vizualizalhaté eredményt
ad.

Browser |
| VNC Viewer applet
A /\
VNC Viewer Portlet
@
g GridSphere
©w
.é Tomcat
8
a Java
o
<
Operating System
=
<] Visualizer
; VNC Server
< Qt
]
=
o Operating System

6. dbra

5. Megjelenités

Az eredmények megjelenitéséhez két feladatot kellett
megoldani. Egyrészt egy szoftvereszkdzt kellett kifejlesz-
teni, amely képes megjeleniteni grafikusan a szamitas
eredményét, masrészt pedig a kifejlesztett szoftveresz-
kdzt integralni kellett a portal architekturajaba. A vizua-
lizaci6 architektiraja a 6. abran lathaté.

5.1. Az eredmények megjelenitéséhez hasznalt
alkalmazas

A szamolast végz6 algoritmus eredménye a Globa-
lis Reprezentacids Térben a bifurkacios diagram, amit a
megjelenité eszkdz két- vagy haromdimenziés forma-
ban megjelenit. Ha kivalasztjuk a diagram egy pontjat,
az alkalmazas kirajzolja a hozz4 tartoz6 rudalakot, va-
lamint megadja a maximalis vizszintes és fligg6leges le-
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hajlast és elfordulast. Ez azt jelenti, hogy a ponthoz tarto-
z6 egyetlen kezdetiérték-feladatot a munkadllomas meg-
oldja, ehhez nem szlikséges a parhuzamos kérnyezet.

Az alkalmazast a platformfliggetlen Qt [12] keretrend-
szer segitségével implementaltuk. A megjelenit6 barmely
szabvanyos X-Window vagy Windows kdrnyezetben ké-
pes futni. Mivel a futtatasra szolgald tavoli gép altalaban
szabvanyos UNIX kérnyezet, kézenfekvd a programot
ott futtatni. Alternativa, hogy a fajlokat letéltve a felhasz-
nalé a sajat munkaallomasan jeleniti meg az eredménye-
ket. EI6bbi esetben megoldandé probléma volt, hogy mi-
ként jelenitsiik meg a tavoli gép képét a felhasznald sza-
mitégépén ugy, hogy lehetbleg ne kelljen semmiféle
programot telepitenie. A probléma megoldasara fejlesz-
tettik ki a VNC Viewer portletet.

5.2. VNC Viewer portlet

A VNC (Virtual Network Computing) [13,14] lehetévé
teszi, hogy a felhasznalé grafikus kapcsolatba 1épjen
barmely géppel az interneten. Egy altalanos célu grafi-
kus felhasznaldi felliletet biztosit allapotmentes proto-
koll f616tt. A szoftvercsomag két komponensbdl all: a
szerver a tavoli gépen fut, fenntartja a kapcsolatot a kli-
ens és a grafikus kdérnyezet kdz6tt, vagy grafikus szol-
galtatasokat nyujt; a kliens (viewer) pedig megjeleniti a
munkakoérnyezet képét a felhasznalé képernygjén. A
kliensnek kildnféle verzioi 1éteznek, van tdbbek kdzott
Java applet verzidja is, ami szempontunkbél a legfonto-
sabb valtozat; ezt integraltunk a portalunk kérnyezetébe.

Az elkészult portaloldal a kdvetkez6 szolgaltatasokat

nyujtja:

— A tavoli gépen VNC munkaasztalok (szerverek)
hozhatok létre és torélhetbk, valamint
csatlakozhatunk hozzajuk.

— Ugynevezett program profilok hozhatok létre,
melyek a késébbiekben lehetévé teszik,
hogy a tavoli munkaasztalunkon mindéssze harom
egérkattintassal Uj programot indithassunk.

Biztonsagi szempontok miatt a VNC jelsz6 alapu azo-

nositast hasznal. Ahhoz, hogy az egyszeres bejelent-
kezés (single sign-on) kdvetelményeit teljesiteni tudjuk,
ezt a tulajdonsagot a biztonsag szem elétt tartasa mel-
lett &t kellett alakitanunk, lehetévé kellett tenniink, hogy
a felhasznaldk Ujabb jelsz6 beirasa nélkiil tudjanak VNC
szerveriikh6z kapcsolodni ugy, hogy azt mas az interne-
ten ne tehesse meg.

6. Osszefoglalas

Cikklinkben bemutattunk egy globalisan konvergens al-
goritmust vasbeton hidgerendak térbeli deformacidjanak
szamitasara. Az algoritmushoz illeszkedd felhasznaloi
felllet lehetévé teszi a Grid rendszerek ipari alkalmaza-
sat. Bemutattunk tovabba egy, az eredmények megje-
lenitésére alkalmas eszkdzt is.

A fejleszté szemszdgebdl tekintve a Java/J2EE, XML
és GridSphere Portal Keretrendszer technolégiakon ala-
pulé alkalmazasfejlesztési rendszer segitségével Uj fel-
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hasznaloi fellileteket lehet késziteni parancssoros prog-
ramokhoz a binaris moédositasa nélkil. Grid kérnyezet-
ben hasznos eszkdz lehet feladatinditd portletek Iétre-
hozéasara. Mivel magasszint(i parancsokbdl all6é parancs-
nyelvet hasznal, a fejlesztés gyorsabba és hatékonyab-
ba valik, rdadasul nem kell Java-ban programozni, for-
ditani és adott esetben szervert Gjra inditani.
Cikklinkben ismertettlik, hogyan definidlhatok felhasz-
naléi fellletek a kifejlesztett keretrendszer segitségével.
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TS49885 szamu, a Nemzeti Kutatas-fejlesztési Iroda
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Kulcsszavak: Saleve, grid alkalmazasfejlesztés, paraméterelemzés, EGEE

A Saleve rendszer egy parhuzamosan futé, ugynevezett paraméterelemz6 alkalmazasok fejlesztését és futtatdsat segité esz-
kéz. A Saleve-vel fejlesztett programokat valtoztatas nélkil integrdlhatjuk kiillénb6z6 kbéztesrétegeket alkalmazo gridekbe, igy
az alkalmazas fejlesztéjének nem sziikséges a kéztesréteg technikai részleteit ismernie.

1. Bevezetés

Napjainkban a tudomanyos szamitasok futtatasara mar
szamos szamitogépes erdforras rendelkezésre all, me-
lyek hasznalatara azonban még nincs mindenitt meg-
felel6 tamogatas. Bar sok fejlesztés célozta meg ennek
segitését, egy kutaténak még ma is szamos akadallyal
kell szembenéznie, ha igénybe kivan venni egy elosztott,
parhuzamos szamitasi rendszert, igy példaul egy gridet.

A fenti nehézségeket kivanjuk athidalni a Saleve ke-
retrendszerrel, amely elfedi a parhuzamos alkalmazas
fejlesztbje el6l a mogottes infrastruktdra technikai rész-
leteit. A Saleve egy specidlis, kdnnyen parhuzamosit-
hato feladatcsoport, a paraméterelemzé algoritmusok
implementalasara 6sszpontosit. Segitségével olyan
parhuzamos alkalmazasok készithet6ek, melyek akar
tébbféle infrastruktdran is végrehajthatdak valtoztatas
nélkdil.

A tovabbiakban részletesen ismertetjilk a Saleve al-
tal tamogatott feladatokat és bemutatjuk Eurdpa legki-
terjedtebb grides projektjét, az EGEE projektet. Ezt ké-
vet6en felvazoljuk a Saleve fejlesztésének f6bb moz-
gatorugoit és célkitlizésit, majd a 4. szakaszban bemu-
tatjuk a rendszer miikddését, végll pedig 6sszefoglaljuk
eredményeinket és a tovabbfejlesztési lehetéségeket.

2. Grid alkalmazasa
paraméterelemzo feladatokhoz

2.1. Paraméterelemzé feladatok

A gyakorlatban sokszor felmeriil az igény arra, hogy
egy adott algoritmust tébb szaz, vagy akar sok ezer ki-
I6nb6z6 bemeneti paraméterértékkel lefuttassunk: az
ilyen feladatok a paraméterelemzések (Parameter Study/
Parameter Scan).

A vart megoldas bizonyos esetekben az egyes pa-
raméterekkel kapott kimenetek 6sszessége, de gyak-
ran egy végso, dsszesitd 1épés révén kapjuk ezekbdl a
végeredményt. Egy kimerit§ optimumkeresés soran pél-
daul ez az utolsé Iépés egyetlen paraméter kikeresését
jelenti. Egy masik egyszeri példa egy nem analitikus
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flilggvény numerikus integralasa egy adott tartomanyon.
A tartomanyt feloszthatjuk egymast nem fedd résztarto-
manyokra, ezek lesznek az integralast elvégzé eljaras
bemeneti paraméterei, a végsd |épés pedig a részinteg-
raloknak az 6sszegzése.

A paraméterelemzés problémakére felbukkan sza-
mos kisérleti tudomanyagban, kiléndsen fizikai szimu-
lacioknal. Ide tartozik tovabba a nagyenergiaju részecs-
kefizika, az asztrofizika, génkutatas, gyogyszerkutatas,
foldrengés-kutatas. A paraméterelemzéshez hasonl6an
részfeladatokra oszthaté feladat altalaban minden olyan
mérndki feladat, probléma, amely kézénséges differen-
cialegyenlet-rendszerrel irhato le. llyenek példaul a sta-
tikai feladatok, mely teriileten megemlitendé a BME-n
végzett kutatas, melynek keretében vasbeton hidgeren-
dak tervezési feladatainal alkalmaznak j6l parhuzamo-
sithatd, a paraméterelemzéshez részben hasonlé algo-
ritmust [1].

A rendkivil nagy szamu kilénbéz8 bemenettel torté-
né futtatdsokat id6ben egymas utan végrehajtani azon-
ban igen sok id6t venne igénybe. Megallapithaté viszont,
hogy az egyes lefutasok kézott semmiféle csatolas nincs,
igy ezek futasi sorrendje tetszéleges, raadasul egy-
massal parhuzamosan is térténhet a Single Program,
Multiple Data (SPMD) modellnek megfelel6en [2]. Tébb
processzor jelenléte tehat jol kihasznalhat6, akar egy
multiprocesszoros szamitdégéprol, akar egy sok gépbdl
allo firtrél van szé — sét, legjobb esetben egy grid infra-
struktira szolgaltatasait is igénybe vehetjlik erre a célra.

2.2. A Grid-rendszerek jelene

A rohamosan névekvd szamitasi és adattarolasi igény
kielégitése érdekében mar tébb mint egy évtizede fel-
merlilt az elképzelés egy féldrajzilag elosztott er6forras-
halézat, grid kiépitésére [3]. Ennek megvalositasara az-
Ota szamos kezdeményezés indult a vilag kilonb6z6
teruletein.

Ezek kozil Eurédpaban egyik legnagyobb az Ena-
bling Grids for E-sciencE (EGEE) [4]. A svajci CERN ku-
tatokdzpontnal levé Large Hadron Collider (LHC) részecs-
kegyorsitd érzékel8ibél szarmazé adatok feldolgozasa-
ra kezdték kialakitani a rendszert, mara azonban sza-
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mos szertedgaz6 tudomanyteriileten vannak alkalma-
zasai: tobbek koz6tt asztrofizikaban, bioinformatikaban
és geofizikaban. A projekt 240 intézményt fog dssze a
vilag 45 orszagabdl, kéztlik Magyarorszagrol is. A grid
jelenleg koérulbelll 41 ezer processzort tartalmaz, 5 pe-
tabajt adatot képes tarolni és 100 ezer feladatot dolgoz
fel egyidejlleg.

A BME is részt vesz az EGEE-ben, egyrészt szerve-
z06 tevékenységekkel, masrészt eréforrasok rendelke-
zésre bocsatasaval. Az altalunk kialakitott eréforras-
készletben, amely a BMEGrid nevet kapta, jelenleg 8
darab négymagos szerver futtatja a gridbe bekuldott
programokat. A rendszerhez csatlakoztattunk ezen ki-
vil egy nagy kapacitasu és hatékony parhuzamos elé-
rés( adattarolé eszkdzt, a Scalable File Share-t, amely
mintegy 3 terabdjt adat tarolasara képes. Eréforrasain-
kat tdbbségében a részecskefizikaval foglalkozé Atlas
kutatécsoport tagjai, valamint biomedikus kutaték hasz-
naljak.

A grid projektek hangsulyt fektetnek az uj alkalma-
zasok fejlesztésének kdnnyitésére, hogy néveljék a fel-
hasznalok taborat. Erre megoldast nyujtanak a portal-
rendszerek [1,10], helyenként kiegészitve alkalmazas-
fejlesztési és munkafolyamat-kezel6 eszkdzokkel [11],
vagy egyéb, 6sszetett funkcidkat is tamogatd kérnyeze-
tek [12]. A Saleve megkdzelitése ezektdl eltér: segitsé-
gével olyan parhuzamos alkalmazasok hozhatdk létre,
amelyek sajat magukat képesek a futtatéd kdrnyezethez
eljuttatni kilon eszkdz nélkil és emellett kénny(sulytak
és egy személyi szamitogépen is futtathatéak. A rend-
szer — mint ahogy az emlitett kérnyezetek is — fliggetlen
az alkalmazasi terilettdl.

3. A Saleve rendszer attekintése

3.1 Motivacio

A kutatok, mérndkok nagy része rendelkezik progra-
mozasi ismeretekkel, kiildndsen a C és Fortran nyelv te-

rén, igy a tudomanyos szamitasokat végz6 hagyoma-
nyos, soros feldolgozasu programok elkészitése nem
okoz nekik gondot. Parhuzamosan futd, elosztott prog-
ramok fejlesztése azonban nagyobb programozasi tu-
dast és gyakorlatot igényel. A helyzetet neheziti, hogy
szamos eltérd, nagy léptekkel valtoz6 technolégia van
hasznalatban. Ide tartoznak a kiilénb6z8 hosszu tavu
Utemezék: a PBS, az LSF és a Condor [5] is.

lgaz ugyan, hogy a grid fejlesztés végsé célja egy
szabvanyositott médon elérhetd vilagméretl szolgalta-
tas kialakitasa, ennek megval6suladsaig azonban var-
hatéan még sok évet kell varni. Jelenleg az egyes grid
rendszerek kiilénb6z8, egymassal inkompatibilis kdztes-
réteg-szoftvert hasznalnak. Mindezeket a technolégia-
kat megismerni, hasznalatukat megtanulni ahhoz, hogy
egy altalanos problémat, példaul paraméterelemzést
megoldhassunk a segitséglkkel, felesleges energia-
kat von el a kutatas igazi feladataitél. Gyakori eset to-
vabba, hogy egy mar megirt programot gyokeres atiras
nélkiil szeretnének hasznalni a hattérben levé infrastruk-
tura valtozasa, fejl6dése utan is. llyen valtozas lehet az,
amikor egyetlen szamitogéprél attérnek egy helyi flrt
hasznalatara, vagy pedig a flrtrél térnek at valamely
griden toérténd futtatasra.

3.2 Megoldasi javaslat

Ezen nehézségek athidalasara hivatott a Saleve
rendszer, egy nyilt forraskoédiu segédeszkdz a C nyelvd,
parhuzamos futasra is képes programok fejlesztésére.
A Saleve egyarant hasznalhat6 Uj programok készité-
sére és mar meglevd, de egyszerre csak egy procesz-
szoron futni képes kddok gyors atirasara. Az alapvet6
cél elfedni a hattérben megbujo kilénféle szamitasi tech-
noldgiakat és egy ezektdl fliggetlen, kdnnyen elsajatit-
hat6 metodol6giat nyujtani olyan paraméterelemzg al-
kalmazasok gyartasara, amelyek az egyszerd szekven-
cialis futason kivil képesek a parhuzamos rendszere-
ket is kihasznalni.

1. abra A Saleve haszndlati lehetéségei

Saleve szerver

C
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4. A Saleve miikodése

4.1. Kliens-szerver architektura

A Saleve rendszer miikddésének megértéséhez te-
kintsiink egy C nyelven megirt, szekvencidlis parameter
study (PS) alkalmazast. A felhasznalé szamara az egyet-
len Gjdonsag az, hogy kis mértékben atalakitva az ere-
deti alkalmazasat, el kell készitenie a Saleve klienst. A
szlikséges valtoztatas minddssze abbdl all, hogy szét
kell valasztani a programban a paramétertartomany fel-
bontasat, a részeredmények kiszamitasat és a részered-
mények dsszegzését, majd forditaskor 6ssze kell szer-
keszteni a Saleve fejleszt8i kdnyvtarral.

A Saleve kliens futtatasakor kiszamitja az dsszes
résztartomanyhoz tartozé részeredményt és dsszegzi
azokat. Alapértelmezésben — az eredeti alkalmazashoz
hasonléan — sorban egymas utan inditja a részfeladato-
kat, de lehet8ség van arra is, hogy parhuzamosan tébb
részfeladatot inditson. Azonban a kliens legfontosabb
képessége az, hogy el tudja kildeni sajat binaris kdéd-
jat és a bemeneti allomanyokat egy megadott Saleve
szervernek.

Miutan a kliens kérése, vagyis a program és az adat-
fajlok megérkeznek a Saleve szerverhez, a szerver min-
den résztartomanyhoz egy kilén folyamatot indit el, ame-
lyeket vagy helyileg hajt végre, vagy tovabbkild egy
gridbe vagy egy firtbe a felhasznalé szamara tokélete-
sen transzparens médon (7. dbra).

A szerver gondoskodik a tovabbkiildétt feladatok fe-
ligyeletérdl, hiba esetén Gjraklldésrdl és a részeredmé-
nyek ideiglenes tarolasardl. Ebben a fazisban kliens a
szerverrel vald kapcsolatot megszakithatja és késébb,

akar egy masik kliens példany az azonositast kévetéen
Ujra felépitheti.

A szerver a kiszamitott részeredményeket folyama-
tosan visszajuttatja a vele kapcsolatban allé kliensnek.
Amikor minden részeredmény megérkezett a klienshez,
akkor a felhasznal6 altal megadott médon kiszamitas-
ra kerlil a végeredmény. A feladat végrehajtasanak fo-
lyamatat a 2. abra foglalja éssze.

4.2. A szerver felépitése

A szerverrel szemben tamasztott legfébb kovetel-
ménylink, hogy minél tébb elterjedt elosztott szamitasi
kérnyezetet tamogasson, és emellett kdnnyen adaptal-
hat6 legyen egy Uj Gtemez6hdz vagy grides kdztesré-
teghez. E szemléletet tikrézi a szerver komponense-
inek két csoportra val6 felosztasa: egyik tipust kompo-
nensek az altalanos, szamitasi kdrnyezett6l fliggetlen
feladatokat végzik, a masik csoportot a plugin kompo-
nensek (kiterjesztések) képezik.

Az altalanos csoportba tartozik a kliensekkel valo
SOAP alapu kommunikéaciét végz6 komponens. A szer-
ver tehat webszolgaltatasokat nyujt a kliensek felé, eze-
ken keresztil torténik a feladat és a paraméterek feltdl-
tése a szerverhez és a részeredmények visszajuttatasa
a klienshez. A webszolgaltatasok a gSoap [6] implemen-
tovabba a felhasznalokat kezel és a feladatkezeld kom-
ponens, melyeket részletesen [7,8] ismertet.

A kiterjesztések csoportja, a pluginok teszik lehet6vé,
hogy a szerver tébbféle, eltéré kérnyezetekkel lehes-
sen kapcsolatban, de egy Uj kérnyezethez torténd illesz-
tés soran ne legyen szilkség a miikodés Ujratervezésé-

2. abra A feladat végrehajtasa

1. Programkaod és
bemeneti adatok elkilldése

2. Szamitasi példanyok
szétosztasa
3. Varakozas részeredmeé-

nyekre; opcionalisan
megszakitas és folytatas

4. Részeredmények

Kliens

Saleve szerver

I F ; 3 |
o B

visszajuttatasa

5. Osszegzés
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re. Minden egyes elosztott kérnyezethez fejleszteni kell
egy plugint, amely a kérnyezetspecifikus kommunikaciot
kezeli (3. abra).

Eddig az alabbi kérnyezetekhez készllt Saleve plugin:

— a Saleve szervert befogadd gépen torténd
végrehajtas, ami a szervergépen parhuzamosan
inditja el a feladatokat,

— Condor Gtemezdnek [5] torténd feladatbekildés,
mely a flrtéknél gyakran hasznalatos
feladatutemezd,

— az EGEE grid infrastruktdraba tovabbitas
a glLite koztesrétegen keresztill.

4.3. Saleve és az EGEE infrastruktira

A Saleve rendszer az el6z8 szakaszban emlitett plug-
innal tdmogatja az EGEE gridbe t6rténé feladatbekdil-
dést is. Egy Saleve plugin elkészitése elsésorban a
megfeleld koztesréteg vagy ltemezd interfészének is-
meretét kdveteli meg és nem igényel nagy felkésziltsé-
get a Saleve architektirajanak terén. A plugin fejleszté-
sének folyamata egy absztrakt interfész-osztaly imple-
mentalasabdl all, ahol az adatkezelést segiti a Saleve
programkdényvtar. A kihivast inkabb a grid felé térténé
hitelesitésben és a grides feladatok menedzselésében
talaltuk. A feladatok gondozasat a futtatast végzé infra-
struktira megbizhatatlansaga teszi szlikségessé: bizo-
nyos részfeladatok végrehajtasa meghiusulhat, ezeket
Ujra be kell kildeni.

A glLite kdztesréteg, az EGEE infrastruktara szoftver-
motorja olyan tanusitvanyalapu hitelesitést és eréfor-
ras-kiosztast alkalmaz, amelyben a felhasznalokat és az
erdforrasokat virtualis szervezetekbe (VO) csoportositja.
Ha egy felhasznal6 el kivan érni egy eréforrast, példaul

feladatot szeretne bekiildeni, akkor a tanusitvanyabol
egy rovidlejaratd, ugynevezett proxy tanusitvanyt kell ge-
nerélnia, ezt csatolnia kell a bekildétt feladathoz és
rendszeresen megujitania. Ez az eljaras segit megévni
a hosszu tavu tanusitvanyt abban az esetben, ha a proxy
tanusitvany kompromittalédna.

Jelenlegi megoldasunkban a Saleve szerver sajat
tanusitvanyt tart birtokaban, vagyis kdzvetlenil hozza-
fér a grides eréforrasokhoz, hiszen tagja valamelyik vir-
tualis szervezetnek. igy a proxy generalasa és periodi-
kus megujitasa teljesen elrejthet6 a felhasznalé eldl, aki
igy nem észleli, hogy a feladata az EGEE gridben, vagy
egy helyi Condor-fiirtén futott-e le.

5. Osszegfoglalas

A bemutatott Saleve rendszer atlatszé absztrakcids ré-
teget képezve a kildnféle elosztott kdrnyezetek kdz-
tesrétege és ltemezdje felett megkdnnyiti a parameter
study tipusu parhuzamos alkalmazasok fejlesztését. Leg-
fébb elénye, hogy az eredeti alkalmazas enyhén mo-
dositott példanya, a Saleve kliens t6bbféle kdrnyezet-
ben vagy akar a helyi gépen is futtathaté valtoztatas
nélkil, igy technikai részletek ismerete nélkil is kdony-
nyen fejleszthetlink alkalmazasokat akar Eurdpa leg-
nagyobb infrastruktirajaba: az EGEE gridbe.

A tovabbfejlesztési lehet6ségek kézil a kdzeli jovo-
ben hangsulyt helyeziink a pluginok dinamikus cseré-
jének fejlesztésére és a gridbe kildétt feladatok jobb
menedzselésére. Terveink kdzétt szerepel a kliens-szer-
ver kommunikacié rugalmasabba tétele webstream-ek
segitségével. A Saleve projekt jelenlegi allapotarol [9]
weblap ad tajékoztatast.

3. abra A Saleve architekturaja
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rldrallz

A biometrikus azonosité eszkdzdk — ujjlenyomat-, iriszleolvasoék, arcfelismer6k — piaca jelentés fejlédésnek
indult az utébbi id6ben, Magyarorszagon is egyre tébb cég hasznal ilyen eszkézdket. FaceReading elnevezés-
sel figyelemre mélté hazai fejlesztési képfelismerd programot mutattak be december elején, amely képes arra,
hogy akar egy egyszerl webkamerdaval, valos id6ben készitett képeken is 95%-0s pontossaggal azonositsa
azokat a kulcspontokat, melyek segitségével az arc elemezhetévé valik és masodpercek alatt megallapitha-
téak az illet6 alapvet6 személyiségjegyei, melyekbdél szamos tulajdonsagara lehet kévetkeztetni.

A FaceReading Kft. az arcelemzés sok évszazados tudomanyat 6tvdzte a mesterséges intelligenciara épulé
technolégiaval, melynek nyoman az Arcolvasé neuralis hal6zatokbdl felépitett algoritmusai a relative rossz
mindségd, alacsony felbontasi mozgdképen is képesek az arc kulcs-pontjait kbvetni és azonositani. A cégve-
zet6k szerint a technolégia forradalmasithatja a munkaeré-kivalasztast, illetve annak hatékonysagat. A kulcs-
pontok adataibél Nagy Judit Ggyvezetd, a cég humaneréforras menedzsmenttel foglalkozé pszicholégusa sze-
rint olyan személyiségjegyekre lehet kdvetkeztetni, mely egy adott munkakdérre vonatkoz6 alkalmassagi vizs-
galatban is segiteni tudja a HR-esek munkajat.

Galambos Jézsef cégvezet6 a sajtétajékoztatén elmondta, hogy az alacsony hardverigényd, kéltséghateé-
kony rendszer tovabbi alkalmazasi terliletekkel is rendelkezik, ugyanis megfelel§ "tanitas" utan képes beazo-
nositani az arcon kivil mas targyakat is, igy példaul a jarmlivek rendszaman tul felismeri karosszériajukat,
vagy akar az azokon végzett médositasokat is. A technoldgia természetesen felhasznalhat6é az ellen6rzétt be-
és kiléptetés meggyorsitasara, célszemélyek kiszlrésére civil és specialis terlileteken egyarant.

Az Arcolvasé irant f6ként az algoritmusok skalazhatésaga miatt komoly a nemzetkézi érdekliédés, a cég sza-
kemberei egyel6re csak annyit arultak el, hogy jelenleg is tébb Gj alkalmazast fejlesztenek.
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A szamitégépek kihasznalatlanul hagyott kapacitasat az id6jarasi viszonyok és a pollenkoncentracié kapcsolatanak feltara-
sdra, az idéjaras-elérejelzésen alapulé, minél pontosabb pollen-el6rejelzé rendszer kialakitasara hasznaljuk. A statisztikai
dsszefliggések keresésekor nagy mennyiségl, té6bb éves meteorolégiai és pollen adatsorral dolgozunk, melyek kézti bonyo-
lult kapcsolatot adatbanyaszati médszerekkel kivanjuk felderiteni.

1. Bevezetés

Szamos olyan tudomanyos és mlszaki probléma léte-
zik, amelynek megoldasara nem lehet a szokdsos mo-
dellezési eljarasokkal valaszt talalni a rendszer bonyo-
lultsaga miatt. A statisztikai analizis és a nagy szamita-
si teljesitmény kombinaciodja viszont lecsdkkentheti a ku-
tatas idétartamat. A massziv kombinatorikdnak nevezett
kutatasi mddszer haszndalataval az elméletekbdl szarma-
z06 feltételezések kisérleti tesztelése nagysagrendekkel
lerévidilhet. Az eljaras alkalmazésa a szokasos szami-
togépes kapacitas mellett megoldhatatlan feladat. Ezt a
problémakért igyekszik athidalni a GRID technolégia. A
projektben az asztali szamitégépek kihasznalatlanul ha-
gyott kapacitasat az id6jarasi viszonyok és a pollenkon-
centracié kapcsolatanak feltarasara, az idéjaras-elérejel-
zésen alapuld, minél pontosabb pollen-elérejelz6 rend-
szer kialakitasara hasznaljuk. A statisztikai 6sszefliggé-
sek keresésekor nagy mennyiség(, tdbb éves meteoro-
I6giai és pollen adatsorral dolgozunk,

juk az egyes meteoroldgiai valtozok hatasat a pollen-
koncentracié alakulasara, valamint ezeket sulyozzuk ki-
6nb6z6 id6tavokkal. A meteoroldgiai viszonyok a pol-
lent kibocsajtdé novény fejlédését befolyasoljak, igy a
késbbbi pollenkibocsatd képességére is hatassal van-
nak. Természetesen mas-mas moédon befolyasolhatja
példaul a parlagfiivet a fejl6dési fazisban kapott nap-
fénytartam, az akkor fuj6 szél vagy a lehull6 csapadék.
Ezért az egyes valtozokrdl mar kiinduldskor feltételez-
zlik, hogy a mdltra vonatkozédan kilénb6z8 sulyt kapnak.
A célunk megtalalni azokat az algoritmusokat, amelyek
a meteoroldgiai kérlilmények figyelembe vételével (le-
gyen sz6 a mai naprol, vagy akar az elmult fél évrdl), a
meteorolégiai elérejelzésen alapulva minél pontosab-
ban megbecslik a varhat6 pollenkoncentraciot. Az ered-
ményeinket a kutatas lezarultaval egy Uj pollen-elérejel-
z6 rendszer formajaban tervezziik hasznositani.

1. dbra Az elbrejelz6 rendszer ésszetevdi

melyek kdzti bonyolult kapcsolatot adat-
banyaszati médszerekkel kivanjuk fel-
deriteni. Az altalunk kidolgozott méd-
szer a GRID technolégia Uj alkamaza-
sat, az allergias megbetegedések meg-
elézését tlzte ki célul. Ezt a proceddrat
ismertetjlik részletesen az alabbiakban.

Glohalis
desktop
Grid

2. A kutatas célja

A jelen cikkben ismertetett algoritmus-

Eldrejelzett
meteoroldgial adatok

Lokalis
klaszter

Meért meteoroldgiai Mért
adatok pollen adatok

Mért adatok feldolgozasa |

Tarolt adatok

Elorejelzo algoritmus

keresés sordn a meteoroldgiai valtozok
(hémérséklet, csapadék, relativ nedves-
ség, légnyomas, szélsebesség) és a le-

Algoritmus fejlesztés.
Adat ok statisztikai
feldolgozasa

futtatasa

vegbben jelenlévd pollenkoncentracid
kozo6tti kapcsolatot keressiik. A minél
pontosabb dsszefliggések feltarasanak

| Verifikacio |

célja az id6jaras-elérejelzésen alapuld
pollen-el6rejelzd rendszer kialakitasa. Az
algoritmus-keresés soran kulén vizsgal-

Elorejelzés
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3. Econet Wise Mind Grid

A feladat megoldaséara az econet altal kifejlesztett Wise
Mind Desktop Grid rendszert valasztottuk. A Wise Mind
egy ipari felhasznalasra kifejlesztett magas biztonsagi
paraméterekkel rendelkez8 Desktop Grid rendszer. A
WM Desktop Grid rendszert kialakitasabol fakadéan le-
het lokalis és globalis szinten is alkalmazni.

A lokalis szint azt jelenti, hogy a teljes Desktop Grid
,hazon” belll ugyanazon tlizfal mégétt van, azaz loka-
lis halozattal vannak a Desktop Grid er6forrasai dssze-
koétve. A globdlis szint azt jelenti, hogy az eréforrasok
interneten keresztll kapcsolddnak egymashoz. A kuta-
tasi programban az algoritmuskeresésre a rendszer glo-
balis kiépitését hasznaljuk, a napi pollen elérejelzést pe-
dig az econet irodai hal6zatara tepitett lokalis rendszer
segitségével végezzik.

4. A GRID szerepe

A statisztikai 6sszefliggések keresésekor nagy mennyi-
ségl, tiz évre vonatkoz6 meteorolégiai és pollen méré-
si adatbazist dolgozunk fel. Az algoritmus keresésekor
a szamitasi hatékonysag névelésére alkalmazzuk a
GRID technolégiat. A GRID rendszerek alkalmasak ha-
talmas mennyiségi adat tarolasara, illetve feldolgoza-
sara. Mi ebbdl a feldolgozéas részt hasznaljuk ki.

A projekt megvaldsitasahoz egy weboldalt hozunk
létre, ahol a leendd résztvevlk regisztraljak magukat,
ezutan letdlthetik a kapcsolédashoz szliikséges progra-
mot és a feldolgozand6 adatbazisokat. Ezutan az inter-
netre csatlakozott szamitégépek felhasznalatlan kapa-
citasat hasznositjuk és algoritmusokat tesztellink rajtuk.
Ezek az algoritmusok keresik a meteoroldgiai elemek és
a leveg6ben mérhetd pollenkoncentracié kdzotti kap-
csolatot.

Elsé kozelitésben linearis kapcsolatot feltételeztlink
a valtozdék kozott:

Ya t+b*u+c*f... = pollen koncentracid,

ahol
t — a h6mérséklet,
u — a szélsebesség,
igy vettik figyelembe a tébbi valtozét is
(relativ nedvesség, légnyomas, csapadék)
a,b,c,... sth. — a keresett egyitthaték
(lehetnek fuggvények is),
i— az id6lépcsé
(ez a kiilénbdz6 valtozoknal lehet mas és mas).
Az altalunk eléallitott becslés és a valodi, mért pollen-
koncentraci6é kozti eltérés mérésére, azaz a modszer
hibajara az atlagos négyzetes hibat valasztottuk tobb
szakirodalmi hivatkozas alapjan:

RMS = 1/n(3 (m-e)?)"

ahol m, — az i-edik mérés,

e; — az i-edik el6rejelzés,
n — az adatok szama.
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Ezzel a hibafliggvénnyel mértiik a késébbi algorit-
musaink hibajat is.

Az els6 algoritmus keresés soran kiderdlt, hogy line-
aris kapcsolatnal bonyolultabb &sszefliggést kell keres-
niink a koncentracio és a meteorolégiai elemek kdzott.
Masodik kdzelitésben olyan fliggvényeket tartalmazo
nemlinearis kapcsolatokat vizsgaltunk, amelyek a valto-
z06k kdz6tti bonyoult kapcsolatot feltételezéseink sze-
rint reprezentalhatjak.

llyen fliggvényekre példa:

const,;*(In(x))const2
In(const,+cons,*x+const,*xconst3)
(const;*exp(x))

const*exp(x), const,*exp(const,*x)

ahol

x —barmely véaltozo, a konstans, pozitiv egész szam.

A fenti figgvények csak példak, hiszen kilén algo-
ritmusokat prébalunk ki mind az egyes meteorologiai
elemekre, mind az év adott pollenterhelési id6szakaira
vonatkozédan.

Az algoritmusok kidolgozasara egy vezérld szerver
osztja ki a feladatokat és értelmezi az egyes szamito-
gépek eredményeit. A tesztek eredményét a résztve-
v6k a weboldalon keresztil folyamatosan nyomon kovet-
hetik. A weboldal arra is szolgal, hogy a kutatas ered-
meényeit folyamatosan publikaljuk, igy az barki szamara
hozzaférhet6 lesz.

A programban abban az esetben is részt lehet venni,
ha nem rendelkeziink folyamatos internet kapcsolattal
(ami manapség mar viszonylag ritka). Ekkor az internet-
re valo fellépéskor a GRID-hez sziikséges kliens prog-
ram feltdlti az elvégzett szamitdsok eredményeit a ve-
zérl§ szerverre. Allandé internetkapcsolat esetén az adat-
aramlas a vezérl§ szerverre valddi id6ben megvalésul.

Miutan a kapcsolatot feltartuk, a meteorolégiai eld-
rejelzésen alapuld pollen-elérejelzést tudunk késziteni
oly médon, hogy az dsszefiiggést alkalmazzuk a mért
adatokra, emellett az id6jaras-el6rejelzést is figyelembe
vesszik.

A fent leirt algoritmus-keresést el6sz6r a parlagflire,
késébb a fennmarad6 34, hazankban el6fordulé pollen-
re szeretnénk végrehajtani. Az igy |étrejévé rendszer a
teljes orszagot, a teljes allergén idészakot és az ésszes
hazai pollent lefed6 el6rejelzést szolgaltatna.

A projekt egy nagyobb Iélegzeti hazai egylttm(koé-
dés, a 2005-ben elkezdddo6tt HaGrid projekt [1] egyik
részfeladataként fut. A HaGrid az econet.hu Informati-
kai Zrt, az Orszagos Meteoroldgiai Szolgalat, a MTA Sza-
mitastechnikai és Automatizalasi Kutaté Intézet, a Glia
Szamitastechnikai és Tanacsad6 Kft., a DDC Automati-
ka Kereskedelmi és Szolgaltaté Kft. és az Env-in-Cent
Kérnyezetvédelmi Tanacsado Iroda egylittmiikédésében
valésul meg. A program célja, hogy a Desktop GRID tech-
noldgiat olyan formara dolgozza at, hogy az alkalmas
legyen mind zart, vallalati kérnyezeten belili, mind azon
kivili feladatok megoldasara.

A megvalésitashoz a résztvev6k harom kdzpontot
(SZTAKI, OMSZ, econet) hoznak létre, amely a rendszer
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alapjat alkotja. A GRID rendszert ezutan kilénb6zé céld
alkalmazéasokkal tesztelik, ezek egyike a pollen-elére-
jelz8 rendszer. Ezzel a projekt egy jévébeni, hazai szol-
galtaté rendszer alapjait igyekszik megteremteni, amely-
ben a PC tulajdonosok becsatlakozhatnak a (vallalati
és egyetemi) kutatas-fejlesztésbe.

A kutatas témajahoz kapcsolddik még a SZTAKI, a
BME, az ELTE és a Compagq egylttm{koédésével |étre-
jottt SzuperGrid [2] projekt (2002-2003), amelynek ke-

5. Osszefoglalas

A fent részletezett médszer a GRID rendszerek Ujfajta
alkamazasat mutatja be. A programhoz csatlakoz6 részt-
vevlk szamitdégépein olyan algoritmusokat kivanunk fut-
tatni, amelyek nagy méret(, tébb évre vonatkoz6 me-
teoroldgiai és pollen-adatbazisok feldolgozasaval meg-
keresik a koztlk fellelhetd 6sszefliggéseket és segite-
nek a pollenterhelés el6rejelzésének megvaldsitasaban.

retében a SZTAKI adaptalta a P-GRADE programfej-

leszt6 rendszert a gridhez [3]. Ennek segitségével in- | Irodalom

tézményen belil a kilénbdz6, heterogén informatikai
er6forrasokat 6sszekapcsoltak. A P-GRADE egyik je-
lents alkalmazasi teriilete az Orszagos Meteorolégiai
Szolgalatnal futtatott ultrardvid tavu el6rejelzés infor-
matikai hatterének biztositasa volt.

A grid technol6giat a meteorolégia tébb teriiletén al-
kalmazzak, ezek kdzll napjainkban kiemelkedéen fon-
tos a klimakutatas. A kilénb6z6 meteorolégiai-éghajla-
ti modellek a legnagyobb kapacitasu szamitogépeket
igénylik szerte a vilagon. A klimakutatasban vilagviszony-
latban élen jar6 Hadley Centre [4], a brit meteoroldgiai
szolgalat, klimakutaté intézete tébb egyetemmel kardlt-
ve grid rendszerre alapozva a szazadban varhat6 ég-
hajlatvaltozasokat prébalja minél pontosabban el6reje-
lezni [5].

[1] Hungarian Advanced Grid
http://hagrid.hu

[2] Magyar Szuperszamitogép Grid
http://mszgrid.iif.hu/

[3] Kacsuk, P.:
A magyar grid rendszerek és fejlesztési iranyaik. VIII.,
Orszagos (Centenariumi) Neumann Kongresszus,
Budapest, 2003.

[4] Hadley Centre for Climate Prediction and Research
http://www.metoffice.gov.uk/research/hadleycentre/

[5] Climate prediction project
http://www.climateprediction.net/

rldrellz

A Cisco ujgeneracios Unified Wireless Network egységes, vezeték nélkili hal6zati megoldasanak része a Cisco
Aironet 1250 sorozatl hozzaférési pont, a vilag elsé vallalati szintli 11n szabvanynak megfelel6 késziiléke, va-
lamint a 48 Gbit sebességd, kivaldéan méretezhetd Cisco Catalyst 6500 alapi WLAN-vezérl6rendszer, illetve a
Unified Wireless Network 4.2-es valtozataban debiital6 vezetékes és vezeték nélkili szolgaltatasok. A Catalyst
kapcsolocsalad egyetlen Ethernet-portrél is megoldja a két radiésavos Aironet 1250 sorozati hozzaférési pon-
tok aramellatasat.

A Cisco Uj Aironet 1250-je a vilag elsé Wi-Fi tanusitvannyal rendelkez8 802.11n 2.0-s szabvanytervezetét ko-
vetd hozzaférési pontja, és az egyetlen olyan kereskedelmi forgalomban kaphat6 termék, amely része volt a
Wi-Fi Alliance 802.11n 2.0 tervezet tesztelési kdrnyezetének, amellyel a késébbiekben az ésszes egyéb ter-
méket hitelesiteni fogjak a Wi-Fi-egylttmikodés szempontjabdl. A Cisco a radiéfrekvencias kommunikaciéban
szerzett tapasztalatat felhasznalva 6tsz6érds teljesitményndvekedést ért el a tébbcsatornas bemenettel és ki-
menettel rendelkezd, ugynevezett MIMO-technolégia terén. Ezzel sokkal megbizhatébba tehetd a vezeték nél-
kuli lefedettség, ami kiilonésen a radiéfrekvencias felhasznalas szempontjabdl problémas terileteken jelent
nagy elényt, mint példaul az egészségligy, a fels6oktatas, a raktarozas, a logisztika és a gyaripar.

A Cisco 802.11n technoldgiaval felvértezett, ujgeneracios vezeték nélkili termékei a kdvetkezbket nyujtjak:

— A Catalyst 6500-hoz tartozé, a 802.11n technolégia fokozatos, vagy azonnali, nagy volumend bevezetését
egyarant tdamogat6é Cisco WiSM szolgaltatdsmodul révén a felhasznaldk tovabbi vezérl6k hozzdadasaval bé-
vithetik a kapacitast igényeik szerint. Rugalmas méretezhet6ségével a teljes szervezetre kiterjedé§ WLAN-be-
vezetések is gyorsan megoldhatok.

— A Cisco az aj Unified Wireless Network Software nevl programjanak 4.2-es verzidja kibdvitett mobil szol-
galtatasokat biztosit. Idetartozik a vallalati "mesh" alapi WLAN-hal6zat, a hozzaférési pontok figyelése és a
migracios segédletek, valamint a vendégfelhasznaldk szamara biztositott egységes vezetékes és vezeték nél-
kili hozzaférés. Emellett ezek a szolgaltatasok fejlett vezeték nélkili hangatviteli funkcidkkal, a tavoli elérési
pontok hibatiirg, atfedd elhelyezésével és integralt spektrumanalizissel rendelkeznek.

— A tovabbfejlesztett kliensprogramok, igy a Cisco Secure Services Client 5.0 altal is kinalt 4j lehetéségek
az egyszerlbb vallalati szint(, egyetlen kliensbiztonsagi és felligyeleti keretrendszer kialakitasat szolgaljak.
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Summaries ° of the papers published in this issue

Hungary in the EGEE project
grid, e-science, EGEE

The goal of EGEE2 (Enabling Grids for E-sciencE 2)
project is to develop and create an international research
grid. Hungary has been participating in that for years
now by operating clusters — or so called sites — that are
the basic cells of the infrastructure, and by developing
user applications. This article tries to give a brief review
of the project, its exact goals, its operational structure
and about the details of the Hungarian participation.

SEE-GRID:
The South Eastern European grid infrastructure
Keywords: grid, SEE-GRID project, grid infrastructure
The Laboratory of Parallel and Distributed Systems of
the Hungarian Academy of Science (MTA SZTAKI LPDS)
is participating in the building up and maintenance of
the South Eastern European (SEE) grid infrastructure.
In the frame of the SEE-GRID project, the tight collabo-
ration among the partners in the recent years produces
constantly growing computation power and storage size
within the grid infrastructure. The SEE grid infrastruc-
ture provides freely accessible services for grid users
and application developers within the SEE region, and
it has the aim to strengthen scientific collaboration and
cooperation among participating SEE communities. In
this paper we give an overview about the SEE-GRID
(South Eastern European GRid-enabled elnfrastructure
Development) projects, we introduce the established
SEE grid infrastructure and provide information on how
users or application developers can access the resour-
ces and give examples about the main research areas
using the SEE grid infrastructure.

Security issues grids
Keywords: grid, data-security, break-in, incident,
vulnerability, identity spoofing, x.509, cluster
Connecting computing clusters together into an in-
ternational network with proper broker and manager
layers seems to be an easy recipe to create a grid-sys-
tem. However, while the local clusters are relatively small
therefore easily protectable and usually even world-
wide-web separated, the grid-systems are usually con-
nected via public internet connections. That arises lots
of serious security-related questions. The article tries to
introduce these questions and the possible solutions.

Task scheduling in desktop grids
Keywords: grid, task scheduling, scalability,
hierarchical desktop grids

In the paper we present the task scheduling ques-
tions related to a relatively new grid trend, the desktop
grids. In spite of the serivce-based grid systems, in case
of desktop grids the user tasks are placed on a central
server and donors offering their free CPU cycles down-
load them from the server, and upload results after pro-
cessing. So we do not search an adequate resource
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for the task but donors query tasks from a central repo-
sitory. In the paper we introduce desktop grids, show a
few methods related to their scalability, intorduce the hi-
erarchical desktop grid concept, task scheduling ques-
tions and possible related algorithms.

The evolution of Grid Brokers:
union for interoperability
Keywords: Grid Brokers, grid interoperability,
meta-brokering, matchmaking

Grid resource management is probably the research
field most affected by user demands. Though well-de-
signed, evaluated and widely used resource brokers,
meta-schedulers have been developed, new capabili-
ties are required, such as agreement and interoperabi-
lity support. Existing solutions cannot cross the border
of current middleware systems that are lacking the sup-
port of these requirements. In this paper we examine
and compare different research directions followed by
researchers in the field of Grid Resource Management,
in order to establish grid interoperability. We propose a
meta-brokering approach, which means a higher level
resource management by enabling communication a-
mong existing Grid Brokers and utilizing them.

Using grid systems
in designing reinforced concrete beams
Keywords: grid, portal, industrial application,
reinforced concrete beams, parallel computing

In our paper we present a real, engineering problem,
its solution with a very efficient parallel algorithm, and a
web tool which makes development of user interfaces
easier. Using the tool the users can submit jobs easily
in parallel and grid jobs, and start command-line appli-
cations.

Saleve:
toolkit for developing parallel grid applications
Keywords: grid application development, parameter study
We present Saleve, a developers’ tool to aid the
creation of parallel running parameter study (PS) appli-
cations. It is prepared to cooperate with several distinct
parallel computing systems, and grid middleware sys-
tems. Without the need of knowing technical details of
any specific middleware, Saleve enables for researchers
to develop new parallel programs easily.

Development of pollen information system
using grid technology
Keywords: grid, meteorological data, pollen forecast,
weather forecast, wise mind grid

We are using the ineffective resources of computers
for discovering the relation of weather conditions and
pollen concentration. Statistics based on databases of
meteorological and pollen data covering several years
which we use for searching complex connections by data
mining.
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