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Ebben a cikkben bemutatjuk, hogy a GMPLS Uj uUtvonalvdlaszté architektiurdja, az Utvonal Szamité Eszkézre (Path Compu-
tation Element — PCE) épiilé modell hogyan alkalmazhaté atjaré szerverek valasztasara. A valasztas célja egyrészt az, hogy
elkeriljik a szerverek tulterhelésébdl adédo hivas blokkolast, mdsrészt az, hogy minimalizaljuk a transzport halézat éssz-
terhelését, és ezekkel egyilittesen elérjik, hogy a felhasznaldk altal érzékelt szolgaltatasi min6ség ne romoljon. Olyan algo-
ritmusokat mutatunk be, amelyek csak egyik vagy mindkét szempontot (a szerverek terheltsége illetve a hdlézati topoldgia)
figyelembe veszik, amikor a felhaszndlé kérésére atjarot valasztanak. Halézatszimuldcio segitségével ésszehasonlitjuk a
kilénbdzé algoritmusokat és megmutatjuk, hogy alacsony blokkoldsi ardny, illetve megfelel6en alacsony hélézati terhelés
érhetd el azokkal, amelyek mindkét szempontot figyelembe veszik a déntés soran.

1. Bevezetés

A mai szamitégép-halézatokban gyakran osztunk szét
valamilyen képességet tébb entitas kozétt. llyenkor min-
den entitas ugyanolyan képességekkel rendelkezik, a
felhasznal6 szamara mindegyik pontosan ugyanazt a
szolgaltatast tudja nyujtani. Az er8forrasok ilyenforma
szétosztasaval a rendszer skalazhatdésagat ndveljik,
mert elkeriljik, hogy az eréforrasok a halézat sziik ke-
resztmetszetévé valjanak. Mivel tébb szerver is rendel-
kezésre all, biztositani kell egy valasztasi mechaniz-
must, mely az adott igényhez egy eréforrast rendel a
csoportbdl.

A valasztasi algoritmusnak tébb célja is lehet. Egy-
részt fontos a szerverek terhelését megfeleléen szét-
osztani, annak érdekében, hogy egyik szerver se le-
gyen meég ideiglenesen sem tulterhelt. A tllterhelés
ugyanis oda vezethet, hogy a szolgaltatas egy bizo-
nyos ideig a felhasznaldk egy része szamara nem lesz
elérhetd, illetve bizonyos esetekben a felhasznaloi adat-
forgalom is megszakad, igy a felhasznaldk altal érzett
min6éség csdkken. Masrészt fontos szempont, hogy a
valasztott szerver a felhasznal6tdl révid Gton elérhetd
legyen. Ardvid Gt a valaszidd, illetve a késleltetés csok-
kenését jelentheti a felhasznaldnak, illetve a torlédas
kialakulasanak valoszinliségét is csdkkenti, hiszen ke-
vesebb kapcsolat terhelését ndveli egy Uj adatfolyam.
Nem mellékes mellékhatas az sem, hogy a halézat ki-
hasznaltsaga is javul.

Halézati terheléselosztassal tébb szituacidban is ta-
lalkozhatunk. Legkézenfekv8bb alkalmazasa a Web [1].
Ekkor tobb Web szerver all rendelkezésre, amelyek
mind ugyanazt a tartalmat taroljak. Eléfordulhat olyan
eset, amikor egy weblap latogatottsaga hirtelen meg-
né, s ilyenkor a terhelés megfelel6 elosztasa nagyon
fontossa valik. Cél, hogy a szerverek terheltségét egyen-
letesre allitsuk be. Erre egy Ugynevezett halézat-alapu
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megoldasi lehetdség (azaz amikor nem a felhasznalg,
hanem a halézat valaszt) a DNS-szervereken alapuld
megoldas. Ennek lényege, hogy a DNS-szerver az IP-
cim feloldasakor mindig mas és mas szervert valaszt-
hat. Azonban mivel lokalisan is tarolhatjuk a név-IP-cim
Osszerendeléseket, illetve a kdzbiils6 DNS-szerverek is
megteszik ezt, nem biztos, hogy a kérés minden eset-
ben eljut a megfelelé helyre. A DNS-szerver tipikusan
egy egyszer( algoritmus alapjan valaszt szervert, pél-
daul kériilfordulasos (Round-Robin) stratégiat alkalmaz.

Haldzati terheléselosztasrol beszélhetlink akkor is,
amikor egy ad hoc hal6ézatban a forgalmazni kivané
csomépontok szamara atjarékat rendeliink az Internet
felé. Az erre vonatkoz6 kutatasok arra jutottak, hogy
nem elég csupan a kdzelségi informacidkat figyelembe
venni, hanem a szerverek terhelésére vonatkozé infor-
maciok is szilkségesek a jo déntéshez [2].

A terhelés minél egyenletesebb elosztasara hasz-
nalhaté az IPv6-ban megtaldlhaté anycast cimzés is.
Ekkor tdbb szervernek is ugyanaz az anycast cime, ami
azt fejezi ki, hogy egy csoportba tartoznak. A cimzés
Iényege, hogy az anycast cimre kildétt csomagot a ha-
I6zat legalabb egyik tagja meg fogja kapni, de azt a ha-
I6zat donti el, hogy pontosan melyik. A megoldasok ja-
va része a kérést a legkdzelebbi szerverhez iranyitja,
egy masik megoldas viszont a terhelésekre vonatkozé
inform&cidkat hasznalja fel az aktiv dtvalaszté techno-
l6giat hasznalva, azonban itt a kdzelségi informaciok fi-
gyelembevétele hianyzik [3].

Cikkinkben bemutatjuk, hogy a GMPLS (Generali-
zed Multiprotocol Label Switching) PCE-alapu, Uj atvo-
nalszamitasi modellje hogyan hasznéalhaté halézati ter-
heléselosztasra és ezzel a szolgaltatas min6ségének
javitasara. Az altalunk vizsgalt halézatban a kiilsé ha-
I6zatot atjard szerverek egy csoportjan keresztiil érhet-
juk el. A felhasznaléi adatforgalom megkezdésekor a
PCE fog atjarot rendelni a végberendezéshez. Sajnos
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a szerverek tllterhelésének kiveédése és mindig a leg-
kdzelebbi szerver valasztasa két, egymasnak erdsen
ellentmond6 szempont. Egyszer( valasztasi algoritmu-
sokat javaslunk, amelyek mindkét szempontot figyelem-
be veszik a dontéskor, és ezeket sszehasonlitjuk azok-
kal, amelyek csak egy szempont alapjan déntenek.

2. A GMPLS és a PCE-architektara

A GMPLS protokollcsalad egy széles kérben hasznalt,
altalanos kontrolimegoldas [4]. Az MPLS altalanosita-
saként azon alapszik, hogy tartalmazza az alagutazas
(tunneling) koncepcidjat: a felhasznaléi adatforgalom
megkezdése el6tt a forras és a nyel6 kézott egy Ugyne-
vezett cimkekapcsolt utvonalat (Label Switched Path —
LSP) hozunk létre. Az MPLS-ben a felhasznaldk cso-
magjait egy plusz fejrészben talalhaté cimkék azonosit-
jak, és a halézaton beliil a csomagok tovabbitasa a (cim-
ke, bemeneti interfész) par alapjan térténik. A GMPLS
az MPLS-sel szemben abban igazan uj, hogy mar nem-
csak csomagkapcsolt hal6zat felett képes miikédni, ha-
nem mas, példaul hullamhosszkapcsolt hal6zatok felett
is, és segitségével kilonb6z8, egymastol Iényegesen
eltérd haldzati technikakat lehet egységesen vezérelni.
A GMPLS-ben mar altalanositott cimkérdl beszéllnk,
ami egy virtualis cimke, amit példaul egyes idérések,
hullamhosszok azonosithatnak, és természetesen a ko-
rabbi MPLS-cimke is GMPLS-cimke.

A GMPLS protokollcsalad harom protokollt tartalmaz.
A jelzési protokoll feladata cimkekapcsolt dtvonalak l1ét-
rehozasa, mddositasa, illetve térlése felhasznaldi igény
felmerllése esetén. Elterjedt jelzési protokoll az RSVP-
TE (Resource Reservation Protocol — Traffic Engineering).
A routing protokoll feladata Gtvonalvalasztasi informaci-
Ok terjesztése a GMPLS-halézatban. A GMPLS gyak-
ran hasznalt routing protokollja az OSPF-TE (Open Shor-
test Path First — Traffic Engineering). Az OSPF-TE opa-
que LSA (Link State Advertisement) [5] Uizenete teszi
lehet6vé, hogy kilénb6z6 forgalom menedzsmenthez
szlikséges informaciokat is elterjeszthessiink a halé-
zatban (példaul savszélesség vagy képesség-informa-
ciok). Opaque LSA hasznalataval mas alkalmazasok is
elterjeszthetik informaciodikat a hal6zatban. Ezeken ki-
vil a GMPLS még tartalmaz egy menedzsment proto-
kollt is (ez tipikusan az LMP — Link Management Proto-
col), aminek feladata vezérl§ csatornak Iétrehozasa szom-
szédos vezérl§ entitasok kdzott, hibak észlelése és lo-
kalizalasa.

LSP kiepitése el6tt a jelzési folyamatot megkezdd
csomopont altalaban a jelzési (izenetbe agyazza a cél-
csomopont felé haladd Ut csomépontjainak listajat,
azaz forras-vezérelt Gtvonalvalasztasrol beszéllnk.
Gyakran el6fordul azonban olyan eset, amikor a teljes
utvonal nem all helyben rendelkezésre, tipikusan olyan
esetben, amikor a cél csomoépont a halézat egy masik
tartomanyaban helyezkedik el, hiszen a csomoépont csak
a sajat tartomanyardl rendelkezik teljes képpel. llyenkor
egy lehet8ség, hogy a forras csomdpont egy tavoli en-

35

tithshoz fordul, amely képes — sziikség szerint tovabbi
entitasokkal egylttm(ikddve — dtvonalat szamolni a for-
ras és a célcsomédpont kdzott. A tavoli entitas neve PCE
(Path Computation Element). Egy tartomanyu esetben
is van értelme PCE hasznalatanak: a csomoépont felté-
telezheti, hogy a PCE tovabbi szempontokat is figye-
lembe tud venni a déntéskor, és igy valamilyen érte-
lemben jobb utat tud szamolni.

A PCE definicioja nagyon altalanos: a PCE egy olyan
entitas, amely képes egy, a halézatot reprezentalo gra-
fon utvonalak kiszamitasara, és ekézben képes a meg-
felel6 kényszerek figyelembevételére is [6]. Azt a cso-
mopontot, amely Utvonalszamitasi kéréssel fordul a
PCE-hez, PCC-nek (Path Computation Client) nevezzik.
A PCC, illetve a PCE kéz6tti kommunikacio egy egysze-
r, kliens-szerver protokoll segitségével térténik: idedlis
esetben a PCC Utvonalszamitasi kérelmét tartalmazé
Uzenetére, mely a célcsomépont cimét és esetleges
kényszereket tartalmaz, a PCE olyan Uzenettel vala-
szol, mely tartalmazza a részleges, vagy teljes utvonal-
listat a célcsomopont fele.

A PCE-k szamat, elhelyezkedését illetve egylttmdi-
kddését illetéen a PCE-architektiranak tobb modellje
létezik. Elhelyezkedés szempontjabdél a PCE lehet az
Utvalaszté egy komponense, ilyenkor a PCC, illetve a
PCE ugyanabban a hal6ézati csomépontban helyezke-
dik el. Masrészt a PCE lehet egy tavoli hal6zati kompo-
nens. Ez a megkllénbdztetés nem éles, hiszen el6for-
dulhat, hogy egy csomdpont egy masik csomépont
szamara PCE-ként funkcional, azonban bizonyos mas
helyzetekben kliensként fog mdkédni.

Nem szlkséges azonban, hogy egy Utvonalat egyet-
len PCE szamoljon ki. llyenkor tébb PCE-altali utvonal-
szamitasrél beszélink. Itt is két alesetet kilonbdzte-
tink meg aszerint, hogy van-e PCE-PCE kommunika-
cid, vagy nincs.

A modellek elosztottsag szempontjabdl is csoporto-
sithatok. A centralizalt modellben egy tartomanyon be-
Iil az Gtvonalszamitasi felel6sség egy csomoépontté,
mig az elosztott modellben egy tartomany tébb, egy-
szerre m(kédd PCE-t is tartalmaz.

Vizsgélatainkban a centralizalt modellre szoritkozunk,
és a PCE minden csomépont szamara tavoli halézati
komponens. Az altalunk hasznalt modell az 1. dbran
lathaté.

3. Atjaré-valasztasi algoritmusok

Ez a fejezet a PCE 4altal hasznalt egyszer( atjar6-va-
lasztasi algoritmusokat mutatja be. Mig az atjaré-valasz-
tasi stratégia minden esetben mas és mas, az Utvonal-
valasztas mechanizmusa mindig ugyanaz: a PCE a PCC
és az atjard kozotti legkisebb 1épésszamu utat fogja va-
lasztani. A bemutatott algoritmusok két csoportba oszt-
hatok. Az egyik csoportba azok az algoritmusok tartoz-
nak, amelyek egy fazisban valasztanak atjarét, mig a ma-
sikba azok, amelyek két kérben déntenek — azaz egy-
més utan két szempontot is igyekeznek figyelembe venni.
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Az egyik legegyszerlibb algoritmus a UNIFORM. Ek-
kor az atjarék kozoétt egyenletes eloszlassal véletlen
valasztunk, és az egymast kdvetd valasztasok fligget-
lenek egymastol.

A ROUND-ROBIN algoritmus egyszer( kérbefordula-
sos stratégia alapjan rendel atjarét a felhasznaléhoz.

A koévetkez6 két algoritmus mar figyelembe vesz az
atjarok elhelyezkedéseére, illetve terhelésére vonatkozé
informéacidkat. igy a NEAREST algoritmus mindig a leg-
kdzelebbi atjarot fogja a PCC-hez rendelni. Ez lehetsé-
valtozasok utani révid tranziensek kivételével pontosan
ismeri. Amennyiben tébb atjar6 is pontosan ugyanany-
nyi lépésre lenne a PCC-t6l, akkor a dont6 logika egy
el6re definialt, dnkényes sorrendet figyelembe véve old-
ja fel a holtversenyt. igy vegytik észre, hogy ezen algo-
ritmus, amennyiben nem térténik topoldgia valtozas, az
egyes PCC-k szamara minden esetben ugyanazt az at-
jarét valasztja.

A GREEDY algoritmus olyan értelemben mohé, hogy
mindig a legkisebb terhelési atjaréhoz iranyitja a fel-
hasznalot. Azonban itt, nem Ugy, mint a topolégia-infor-
maciok figyelembevételekor, mar nem garantalt, hogy a
PCE pontos képpel rendelkezik a halézatrél. A PCE al-
tal a szerverek terheltségérdl latott képet két dolog be-
folyasolja déntéen: egyrészt az atjardk altal opaque
LSA-kba agyazott és rendszeresen kuldétt terheltségi
informacidk, masrészt az a tény, hogy a PCE a sajat
doéntéseit képes nyomon kdvetni, igy az atjardk allapo-
taban torténd valtozasokat bizonyos mértékben figye-
lembe tudja venni, azonban a felhasznal6i forgalom
befejezésérdl nem értesil. Emiatt fontos tényezd, hogy
az atjarék milyen gyakran frissitik a terhelési informéacié-
kat. Amennyiben az atjarék gyakran kiilldenek lizenetet
allapotukrol, akkor a PCE-k helyes képpel fognak ren-
delkezni a halézatrdl, azonban ennek ara sok vezérl6
lzenet, ami a skalazhatésag rovasara megy. Ezzel el-
lentétben, hosszu frissitési periédus esetén a PCE-k
altal latott kép elavultta valhat, ekkor viszont sokkal ke-
vesebb vezérl§ lizenetre van sziikség.

1. dbra A PCE architektira és egy példa

A kovetkez8 két algoritmus két szempontot is figye-
lembe vesz. A LOADNEAR(d) az elsé kérben a d darab
legkevésbé terhelt atjarét engedi at a rostan, majd
ezek koziil a PCC-hez legkdzelebbit valasztja. Eszreve-
hetd, hogy az algoritmus d=1 paraméter esetén éppen
ugy mikoédik, mint a GREEDY, mig ha az elsé kérben
egyetlen atjarét sem sz(irlink ki (d=), a NEAREST al-
goritmushoz jutunk.

A NEARLOAD(d) ettél csak a szempontok figyelem-
bevételének sorrendjében kiilénbézik: el6szoér a topo-
I6gia-informé&cidk alapjan engediink at d szervert a sz(-
rén, majd ezek kozll a legkisebb terheléslit valasztjuk.
Természetesen a PCE altal latott kép helyességére va-
16 fenti megfontolds ennél a két algoritmusnal is érvé-
nyes.

4. Szimulacios eredmények ismertetése

A szimulacidkhoz az ns-2 halézati szimulator alkalma-
zast [7] bévitettik ki a szlikséges funkciokkal.

A vizsgalatokat tébbszintd, 6sszekapcsolt gy(riikbdl
allé topoldgian végeztik. Az els§ abran az egyszeri-
ség kedveéért csak egy kétszintl haldzatot tiintettiink
fel, azonban a munka soran haromszint(i hal6zattal dol-
goztunk, amely dsszesen 84 csomopontot tartalmazott.
A csomopontok egyben PCC-k is, melyekhez a felhasz-
nalék kapcsolédnak. A halézatban egy kézponti PCE-t
helyeztink el, atjar6 szerverek pedig az elsé és a ma-
sodik hierarchiaszint gy(r(ihez csatlakoznak, azaz sza-
muk 6sszesen 20.

A felhasznaldi igények érkezési folyamata minden
PCC esetében Poisson-folyamat, azonban a kdztes id6k
eloszlasa minden PCC-re mas és mas, valasztasa egy
meghatarozott intervallumbdl térténik egyenletes elosz-
las alapjan. Igy lesznek olyan csomépontok, amelyek
gyakran fordulnak Utvonal-valasztasi kérelemmel a PCE-
hez, illetve olyanok is, amelyek ritkdbban. A hivastarta-
si id6 minden felhasznalé esetén exponencialis elosz-
last, 120 masodperces varhato értekkel.

Az alkalmazott modellben az atjarék kapacitasa ve-
ges. Ez azt jelenti, hogy az altaluk egyszerre kiszolgal-
hat6 felhasznal6k szama korlatozott. Az

egyes atjar6 szerverek kapacitdsat ugy
allitottuk be, hogy idedlis elosztas esetén
az atlagosan felajanlott forgalom 120%-
at képesek legyenek elvezetni.

A szimulaciok soran a blokkolasi a-
ranyt és az utak atlagos hosszat mértik.
Blokkolas akkor Iéphet fel a rendszerben,
ha a PCE olyan atjarét rendel a felhasz-
naléhoz, ami éppen tele van. Az utak at-
lagos hosszaval pedig a transzporthalé-
zat terheltségére, a késleltetésekre és a
torlodas valdszinlségére kdvetkeztethe-
tnk.

El8sz6r megvizsgaltuk az altalunk ja-
vasolt két Uj algoritmus (LOADNEAR, illet-
ve NEARLOAD) viselkedését a d para-
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2. és 3. abra Blokkolasi arany és az utvonalak atlagos hossza a d paraméter fiiggvényében

meéter, azaz az els6 fazisban kivalasztott atjarék szama-
nak fliggvényében. Az eredmények a 2. és a 3. abran
lathaték.

A periodikus frissités gyakorisaga az utak atlagos
hosszara nem volt hatassal, ezért ezt nem is dbrazol-
tuk. A d paraméter névelésével a LOADNEAR eseté-
ben csékkent, mig a NEARLOAD esetében nétt a va-
lasztott Utvonalak hossza. Az abrakrdl leolvashatd, hogy
a NEARLOAD algoritmus méar d=3 esetén is alacso-
nyan tartja a blokkolast. A LOADNEAR algoritmus ezzel
szemben, amig a d paraméter értéke nem éri el az at-
jarok szamanak felét, jol teljesit, kés6bb viszont a blok-
kolasi arany egyre rohamosabb ltemben névekszik.

Ezen meggondolasokat megfontolva arra juthatunk,
hogy ezen a topolédgian a NEARLOAD d=3, mig a
LOADNEAR d=10 esetén produkalja a legjobb ered-
ményeket, mindkét szempontot figyelembe véve. A to-
vabbi abrakon ezért mar csak ezen paraméterértékek
melletti eredményeket tlintettik fel.

A 4. abran lathatéak a kiilénb6z6 algoritmusok altal
produkalt blokkolasi aranyok az informacidterjesztés
gyakorisaganak fliggvényében. Lathatd, hogy a leg-
rosszabb eredményeket a NEAREST algoritmus produ-
kalta, azonban az 5. dbra mutatja, hogy sikeresen mi-
nimalizalta az utak hosszat. Véletlen algoritmus hasz-
nalataval (UNIFORM) a blokkolasi arany csékkenthetd,
azonban ennek ara az utak megnévekedett hossza. A
ROUND-ROBIN algoritmussal az utak hosszat tekintve
javulast nem tudunk elérni, azonban a visszautasitott
halézati kapcsolatok szama csékken a UNIFORM-hoz
képest. Ennek oka abban keresendd, hogy ez az algo-
ritmus mindig U] atjarét valaszt, mig a UNIFORM eseté-
ben lehetséges egy atjaro tébbszéri egymas utani va-
lasztasa is.

Az intelligensebb algoritmusok (GREEDY, NEARLOAD,
LOADNEAR) teljesitményére kihat az informaciofrissi-
tés gyakorisaga. Az eredményekbdl azt tapasztaltuk,
hogy az informacioklldés ritkitdsaval egyre rosszabb

4. és 5. abra Az utvonalak atlagos hossza és a blokkolasi arany kiilénb6z6 informdcidterjesztési intervallumok esetén
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Atjaré szerver valasztasa...

eredmeényt érnek el, illetve mindharom teljesitménye a
ROUND-ROBIN algoritmus eredményeihez konvergal.
Ez azért van igy, mert a PCE figyelembe veszi sajat ko-
rabbi dontéseit, azonban a felhasznalok tavozasarol
nem értesdil. igy, ha két frissités kozott sok idé telik el
el6szor kiegyenliti a szerverek terheltségét az altala 1a-
tott haldézati képben, majd gyakorlatilag kérllfordulasos
modon valaszt atjarét a kdvetkez§ frissités vételéig.

Azt kaptuk, hogy a LOADNEAR, illetve a NEARLOAD
megfelel§ paraméterértiékek melletti alkalmazasaval — a
blokkolasi rata kis ndévekedése aran — jelent6sen csok-
kenteni tudjuk az atjarékhoz vezeté Utvonalak atlagos
hosszat. A legjobb blokkolasi rata a GREEDY alkalma-
zasaval érhet6 el, de mivel ez nem veszi figyelembe a
topologiat a déntéskor, hosszu Utvonalakat fog létesi-
teni a halézatban.

5. Osszefoglalas

Ha egy bizonyos igénytipust halézati szerverek egy cso-
portja képes kiszolgalni, akkor egy konkrét igény kiszol-
galasat elvégz6 szerver kivalasztasa egy megoldandé
feladat. Mivel a halézati terhelés alacsonyan tartasa, il-
letve a szerverek terheltségének megfelel6 elosztasa
két, egymasnak ellentmondd szempont, igy lehetetlen
olyan algoritmust talalni, amely mindkét szempont sze-
rint optimalis eredményt ad. Szerencsére egyszeri al-
goritmusok hasznalataval, melyek mindkét szempontot
figyelembe veszik, j6 kompromisszumot lehet elérni. Osz-
szességében a paraméterek megfelel6 valasztasa mel-
lett a NEARLOAD, illetve a LOADNEAR megfelel6 ered-
ményt nyujt.
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Legutébbi, 2007/3-as szamunk 19-23. oldalan, Csurgai-Horvath Laszlo és Bit6é Janos:
»Fading idétartam-modellezés miiholdas féldi mozgé radiécsatornan” cim( cikkébe
sajnalatos modon tébb, értelemzavaré hiba kerilt, melyek a kdvetkez6k:

* Az 1. tablazat helyére

egy rokon témaju cikk hasonld Miihold neve MARECS (d=39150 km)
tartalmu tablazata kerdlt. Elevacio 24°
Az ide tartozé tablazat helyesen: ;
Frekvencia 1.54 GHz
« A (3) és (4) képletekben Mintavételezési frekvencia 300.5 Hz
az eredeti, gérég szumma
helyett hibas karakter CSé_l_toma ID ,14,
jelent meg. Kornyezet Autopalya
o . Meérési idGtartam 81.2 perc
* A 2. tablazat felirata Jarmi sebessége 60 km/h

pedig helyesen:

.Paraméterek
a (7-8) egyenletekhez”

A szerz6kiél és olvasodinktol egyarant elnézést kériink!
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