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1. Bevezetés

A mai számítógép-hálózatokban gyakran osztunk szét
valamilyen képességet több entitás között. Ilyenkor min-
den entitás ugyanolyan képességekkel rendelkezik, a
felhasználó számára mindegyik pontosan ugyanazt a
szolgáltatást tudja nyújtani. Az erôforrások ilyenforma
szétosztásával a rendszer skálázhatóságát növeljük,
mert elkerüljük, hogy az erôforrások a hálózat szûk ke-
resztmetszetévé váljanak. Mivel több szerver is rendel-
kezésre áll, biztosítani kell egy választási mechaniz-
must, mely az adott igényhez egy erôforrást rendel a
csoportból.

A választási algoritmusnak több célja is lehet. Egy-
részt fontos a szerverek terhelését megfelelôen szét-
osztani, annak érdekében, hogy egyik szerver se le-
gyen még ideiglenesen sem túlterhelt. A túlterhelés
ugyanis oda vezethet, hogy a szolgáltatás egy bizo-
nyos ideig a felhasználók egy része számára nem lesz
elérhetô, illetve bizonyos esetekben a felhasználói adat-
forgalom is megszakad, így a felhasználók által érzett
minôség csökken. Másrészt fontos szempont, hogy a
választott szerver a felhasználótól rövid úton elérhetô
legyen. A rövid út a válaszidô, illetve a késleltetés csök-
kenését jelentheti a felhasználónak, illetve a torlódás
kialakulásának valószínûségét is csökkenti, hiszen ke-
vesebb kapcsolat terhelését növeli egy új adatfolyam.
Nem mellékes mellékhatás az sem, hogy a hálózat ki-
használtsága is javul.

Hálózati terheléselosztással több szituációban is ta-
lálkozhatunk. Legkézenfekvôbb alkalmazása a Web [1].
Ekkor több Web szerver áll rendelkezésre, amelyek
mind ugyanazt a tartalmat tárolják. Elôfordulhat olyan
eset, amikor egy weblap látogatottsága hirtelen meg-
nô, s ilyenkor a terhelés megfelelô elosztása nagyon
fontossá válik. Cél, hogy a szerverek terheltségét egyen-
letesre állítsuk be. Erre egy úgynevezett hálózat-alapú

megoldási lehetôség (azaz amikor nem a felhasználó,
hanem a hálózat választ) a DNS-szervereken alapuló
megoldás. Ennek lényege, hogy a DNS-szerver az IP-
cím feloldásakor mindig más és más szervert választ-
hat. Azonban mivel lokálisan is tárolhatjuk a név-IP-cím
összerendeléseket, illetve a közbülsô DNS-szerverek is
megteszik ezt, nem biztos, hogy a kérés minden eset-
ben eljut a megfelelô helyre. A DNS-szerver tipikusan
egy egyszerû algoritmus alapján választ szervert, pél-
dául körülfordulásos (Round-Robin) stratégiát alkalmaz.

Hálózati terheléselosztásról beszélhetünk akkor is,
amikor egy ad hoc hálózatban a forgalmazni kívánó
csomópontok számára átjárókat rendelünk az Internet
felé. Az erre vonatkozó kutatások arra jutottak, hogy
nem elég csupán a közelségi információkat figyelembe
venni, hanem a szerverek terhelésére vonatkozó infor-
mációk is szükségesek a jó döntéshez [2].

A terhelés minél egyenletesebb elosztására hasz-
nálható az IPv6-ban megtalálható anycast címzés is.
Ekkor több szervernek is ugyanaz az anycast címe, ami
azt fejezi ki, hogy egy csoportba tartoznak. A címzés
lényege, hogy az anycast címre küldött csomagot a há-
lózat legalább egyik tagja meg fogja kapni, de azt a há-
lózat dönti el, hogy pontosan melyik. A megoldások ja-
va része a kérést a legközelebbi szerverhez irányítja,
egy másik megoldás viszont a terhelésekre vonatkozó
információkat használja fel az aktív útválasztó techno-
lógiát használva, azonban itt a közelségi információk fi-
gyelembevétele hiányzik [3].

Cikkünkben bemutatjuk, hogy a GMPLS (Generali-
zed Multiprotocol Label Switching) PCE-alapú, új útvo-
nalszámítási modellje hogyan használható hálózati ter-
heléselosztásra és ezzel a szolgáltatás minôségének
javítására. Az általunk vizsgált hálózatban a külsô há-
lózatot átjáró szerverek egy csoportján keresztül érhet-
jük el. A felhasználói adatforgalom megkezdésekor a
PCE fog átjárót rendelni a végberendezéshez. Sajnos
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a szerverek túlterhelésének kivédése és mindig a leg-
közelebbi szerver választása két, egymásnak erôsen
ellentmondó szempont. Egyszerû választási algoritmu-
sokat javaslunk, amelyek mindkét szempontot figyelem-
be veszik a döntéskor, és ezeket összehasonlítjuk azok-
kal, amelyek csak egy szempont alapján döntenek.

2. A GMPLS és a PCE-architektúra

A GMPLS protokollcsalád egy széles körben használt,
általános kontrollmegoldás [4]. Az MPLS általánosítá-
saként azon alapszik, hogy tartalmazza az alagutazás
(tunneling) koncepcióját: a felhasználói adatforgalom
megkezdése elôtt a forrás és a nyelô között egy úgyne-
vezett címkekapcsolt útvonalat (Label Switched Path –
LSP) hozunk létre. Az MPLS-ben a felhasználók cso-
magjait egy plusz fejrészben található címkék azonosít-
ják, és a hálózaton belül a csomagok továbbítása a (cím-
ke, bemeneti interfész) pár alapján történik. A GMPLS
az MPLS-sel szemben abban igazán új, hogy már nem-
csak csomagkapcsolt hálózat felett képes mûködni, ha-
nem más, például hullámhosszkapcsolt hálózatok felett
is, és segítségével különbözô, egymástól lényegesen
eltérô hálózati technikákat lehet egységesen vezérelni.
A GMPLS-ben már általánosított címkérôl beszélünk,
ami egy virtuális címke, amit például egyes idôrések,
hullámhosszok azonosíthatnak, és természetesen a ko-
rábbi MPLS-címke is GMPLS-címke.

A GMPLS protokollcsalád három protokollt tartalmaz.
A jelzési protokoll feladata címkekapcsolt útvonalak lét-
rehozása, módosítása, illetve törlése felhasználói igény
felmerülése esetén. Elterjedt jelzési protokoll az RSVP-
TE (Resource Reservation Protocol – Traffic Engineering).
A routing protokoll feladata útvonalválasztási informáci-
ók terjesztése a GMPLS-hálózatban. A GMPLS gyak-
ran használt routing protokollja az OSPF-TE (Open Shor-
test Path First – Traffic Engineering). Az OSPF-TE opa-
que LSA (Link State Advertisement) [5] üzenete teszi
lehetôvé, hogy különbözô forgalom menedzsmenthez
szükséges információkat is elterjeszthessünk a háló-
zatban (például sávszélesség vagy képesség-informá-
ciók). Opaque LSA használatával más alkalmazások is
elterjeszthetik információikat a hálózatban. Ezeken kí-
vül a GMPLS még tartalmaz egy menedzsment proto-
kollt is (ez tipikusan az LMP – Link Management Proto-
col), aminek feladata vezérlô csatornák létrehozása szom-
szédos vezérlô entitások között, hibák észlelése és lo-
kalizálása.

LSP kiépítése elôtt a jelzési folyamatot megkezdô
csomópont általában a jelzési üzenetbe ágyazza a cél-
csomópont felé haladó út csomópontjainak listáját,
azaz forrás-vezérelt útvonalválasztásról beszélünk.
Gyakran elôfordul azonban olyan eset, amikor a teljes
útvonal nem áll helyben rendelkezésre, tipikusan olyan
esetben, amikor a cél csomópont a hálózat egy másik
tartományában helyezkedik el, hiszen a csomópont csak
a saját tartományáról rendelkezik teljes képpel. Ilyenkor
egy lehetôség, hogy a forrás csomópont egy távoli en-

titáshoz fordul, amely képes – szükség szerint további
entitásokkal együttmûködve – útvonalat számolni a for-
rás és a célcsomópont között. A távoli entitás neve PCE
(Path Computation Element). Egy tartományú esetben
is van értelme PCE használatának: a csomópont felté-
telezheti, hogy a PCE további szempontokat is figye-
lembe tud venni a döntéskor, és így valamilyen érte-
lemben jobb utat tud számolni.

A PCE definíciója nagyon általános: a PCE egy olyan
entitás, amely képes egy, a hálózatot reprezentáló grá-
fon útvonalak kiszámítására, és eközben képes a meg-
felelô kényszerek figyelembevételére is [6]. Azt a cso-
mópontot, amely útvonalszámítási kéréssel fordul a
PCE-hez, PCC-nek (Path Computation Client) nevezzük.
A PCC, illetve a PCE közötti kommunikáció egy egysze-
rû, kliens-szerver protokoll segítségével történik: ideális
esetben a PCC útvonalszámítási kérelmét tartalmazó
üzenetére, mely a célcsomópont címét és esetleges
kényszereket tartalmaz, a PCE olyan üzenettel vála-
szol, mely tartalmazza a részleges, vagy teljes útvonal-
listát a célcsomópont felé.

A PCE-k számát, elhelyezkedését illetve együttmû-
ködését illetôen a PCE-architektúrának több modellje
létezik. Elhelyezkedés szempontjából a PCE lehet az
útválasztó egy komponense, ilyenkor a PCC, illetve a
PCE ugyanabban a hálózati csomópontban helyezke-
dik el. Másrészt a PCE lehet egy távoli hálózati kompo-
nens. Ez a megkülönböztetés nem éles, hiszen elôfor-
dulhat, hogy egy csomópont egy másik csomópont
számára PCE-ként funkcionál, azonban bizonyos más
helyzetekben kliensként fog mûködni.

Nem szükséges azonban, hogy egy útvonalat egyet-
len PCE számoljon ki. Ilyenkor több PCE-általi útvonal-
számításról beszélünk. Itt is két alesetet különbözte-
tünk meg aszerint, hogy van-e PCE-PCE kommuniká-
ció, vagy nincs.

A modellek elosztottság szempontjából is csoporto-
síthatók. A centralizált modellben egy tartományon be-
lül az útvonalszámítási felelôsség egy csomópontté,
míg az elosztott modellben egy tartomány több, egy-
szerre mûködô PCE-t is tartalmaz.

Vizsgálatainkban a centralizált modellre szorítkozunk,
és a PCE minden csomópont számára távoli hálózati
komponens. Az általunk használt modell az 1. ábrán
látható.

3. Átjáró-választási algoritmusok

Ez a fejezet a PCE által használt egyszerû átjáró-vá-
lasztási algoritmusokat mutatja be. Míg az átjáró-válasz-
tási stratégia minden esetben más és más, az útvonal-
választás mechanizmusa mindig ugyanaz: a PCE a PCC
és az átjáró közötti legkisebb lépésszámú utat fogja vá-
lasztani. A bemutatott algoritmusok két csoportba oszt-
hatók. Az egyik csoportba azok az algoritmusok tartoz-
nak, amelyek egy fázisban választanak átjárót, míg a má-
sikba azok, amelyek két körben döntenek – azaz egy-
más után két szempontot is igyekeznek figyelembe venni.
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Az egyik legegyszerûbb algoritmus a UNIFORM. Ek-
kor az átjárók között egyenletes eloszlással véletlen
választunk, és az egymást követô választások függet-
lenek egymástól.

A ROUND-ROBIN algoritmus egyszerû körbefordulá-
sos stratégia alapján rendel átjárót a felhasználóhoz.

A következô két algoritmus már figyelembe vesz az
átjárók elhelyezkedésére, illetve terhelésére vonatkozó
információkat. Így a NEAREST algoritmus mindig a leg-
közelebbi átjárót fogja a PCC-hez rendelni. Ez lehetsé-
ges, hiszen a tartomány teljes topológiáját a topológia-
változások utáni rövid tranziensek kivételével pontosan
ismeri. Amennyiben több átjáró is pontosan ugyanany-
nyi lépésre lenne a PCC-tôl, akkor a döntô logika egy
elôre definiált, önkényes sorrendet figyelembe véve old-
ja fel a holtversenyt. Így vegyük észre, hogy ezen algo-
ritmus, amennyiben nem történik topológia változás, az
egyes PCC-k számára minden esetben ugyanazt az át-
járót választja. 

A GREEDY algoritmus olyan értelemben mohó, hogy
mindig a legkisebb terhelésû átjáróhoz irányítja a fel-
használót. Azonban itt, nem úgy, mint a topológia-infor-
mációk figyelembevételekor, már nem garantált, hogy a
PCE pontos képpel rendelkezik a hálózatról. A PCE ál-
tal a szerverek terheltségérôl látott képet két dolog be-
folyásolja döntôen: egyrészt az átjárók által opaque
LSA-kba ágyazott és rendszeresen küldött terheltségi
információk, másrészt az a tény, hogy a PCE a saját
döntéseit képes nyomon követni, így az átjárók állapo-
tában történô változásokat bizonyos mértékben figye-
lembe tudja venni, azonban a felhasználói forgalom
befejezésérôl nem értesül. Emiatt fontos tényezô, hogy
az átjárók milyen gyakran frissítik a terhelési információ-
kat. Amennyiben az átjárók gyakran küldenek üzenetet
állapotukról, akkor a PCE-k helyes képpel fognak ren-
delkezni a hálózatról, azonban ennek ára sok vezérlô
üzenet, ami a skálázhatóság rovására megy. Ezzel el-
lentétben, hosszú frissítési periódus esetén a PCE-k
által látott kép elavulttá válhat, ekkor viszont sokkal ke-
vesebb vezérlô üzenetre van szükség.

A következô két algoritmus két szempontot is figye-
lembe vesz. A LOADNEAR(d) az elsô körben a d darab
legkevésbé terhelt átjárót engedi át a rostán, majd
ezek közül a PCC-hez legközelebbit választja. Észreve-
hetô, hogy az algoritmus d=1 paraméter esetén éppen
úgy mûködik, mint a GREEDY, míg ha az elsô körben
egyetlen átjárót sem szûrünk ki (d=∞), a NEAREST al-
goritmushoz jutunk.

A NEARLOAD(d) ettôl csak a szempontok figyelem-
bevételének sorrendjében különbözik: elôször a topo-
lógia-információk alapján engedünk át d szervert a szû-
rôn, majd ezek közül a legkisebb terhelésût választjuk.
Természetesen a PCE által látott kép helyességére va-
ló fenti megfontolás ennél a két algoritmusnál is érvé-
nyes.

4. Szimulációs eredmények ismertetése

A szimulációkhoz az ns-2 hálózati szimulátor alkalma-
zást [7] bôvítettük ki a szükséges funkciókkal.

A vizsgálatokat többszintû, összekapcsolt gyûrûkbôl
álló topológián végeztük. Az elsô ábrán az egyszerû-
ség kedvéért csak egy kétszintû hálózatot tüntettünk
fel, azonban a munka során háromszintû hálózattal dol-
goztunk, amely összesen 84 csomópontot tartalmazott.
A csomópontok egyben PCC-k is, melyekhez a felhasz-
nálók kapcsolódnak. A hálózatban egy központi PCE-t
helyeztünk el, átjáró szerverek pedig az elsô és a má-
sodik hierarchiaszint gyûrûihez csatlakoznak, azaz szá-
muk összesen 20.

A felhasználói igények érkezési folyamata minden
PCC esetében Poisson-folyamat, azonban a köztes idôk
eloszlása minden PCC-re más és más, választása egy
meghatározott intervallumból történik egyenletes elosz-
lás alapján. Így lesznek olyan csomópontok, amelyek
gyakran fordulnak útvonal-választási kérelemmel a PCE-
hez, illetve olyanok is, amelyek ritkábban. A hívástartá-
si idô minden felhasználó esetén exponenciális elosz-
lású, 120 másodperces várható értékkel.

Az alkalmazott modellben az átjárók kapacitása vé-
ges. Ez azt jelenti, hogy az általuk egyszerre kiszolgál-

ható felhasználók száma korlátozott. Az
egyes átjáró szerverek kapacitását úgy
állítottuk be, hogy ideális elosztás esetén
az átlagosan felajánlott forgalom 120%-
át képesek legyenek elvezetni.

A szimulációk során a blokkolási a-
rányt és az utak átlagos hosszát mértük.
Blokkolás akkor léphet fel a rendszerben,
ha a PCE olyan átjárót rendel a felhasz-
nálóhoz, ami éppen tele van. Az utak át-
lagos hosszával pedig a transzportháló-
zat terheltségére, a késleltetésekre és a
torlódás valószínûségére következtethe-
tünk.

Elôször megvizsgáltuk az általunk ja-
vasolt két új algoritmus (LOADNEAR, illet-
ve NEARLOAD) viselkedését a d para-
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méter, azaz az elsô fázisban kiválasztott átjárók számá-
nak függvényében. Az eredmények a 2. és a 3. ábrán
láthatók.

A periodikus frissítés gyakorisága az utak átlagos
hosszára nem volt hatással, ezért ezt nem is ábrázol-
tuk. A d paraméter növelésével a LOADNEAR eseté-
ben csökkent, míg a NEARLOAD esetében nôtt a vá-
lasztott útvonalak hossza. Az ábrákról leolvasható, hogy
a NEARLOAD algoritmus már d=3 esetén is alacso-
nyan tartja a blokkolást. A LOADNEAR algoritmus ezzel
szemben, amíg a d paraméter értéke nem éri el az át-
járók számának felét, jól teljesít, késôbb viszont a blok-
kolási arány egyre rohamosabb ütemben növekszik. 

Ezen meggondolásokat megfontolva arra juthatunk,
hogy ezen a topológián a NEARLOAD d=3, míg a
LOADNEAR d=10 esetén produkálja a legjobb ered-
ményeket, mindkét szempontot figyelembe véve. A to-
vábbi ábrákon ezért már csak ezen paraméterértékek
melletti eredményeket tüntettük fel.

A 4. ábrán láthatóak a különbözô algoritmusok által
produkált blokkolási arányok az információterjesztés
gyakoriságának függvényében. Látható, hogy a leg-
rosszabb eredményeket a NEAREST algoritmus produ-
kálta, azonban az 5. ábra mutatja, hogy sikeresen mi-
nimalizálta az utak hosszát. Véletlen algoritmus hasz-
nálatával (UNIFORM) a blokkolási arány csökkenthetô,
azonban ennek ára az utak megnövekedett hossza. A
ROUND-ROBIN algoritmussal az utak hosszát tekintve
javulást nem tudunk elérni, azonban a visszautasított
hálózati kapcsolatok száma csökken a UNIFORM-hoz
képest. Ennek oka abban keresendô, hogy ez az algo-
ritmus mindig új átjárót választ, míg a UNIFORM eseté-
ben lehetséges egy átjáró többszöri egymás utáni vá-
lasztása is.

Az intelligensebb algoritmusok (GREEDY, NEARLOAD,
LOADNEAR) teljesítményére kihat az információfrissí-
tés gyakorisága. Az eredményekbôl azt tapasztaltuk,
hogy az információküldés ritkításával egyre rosszabb
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2. és 3. ábra  Blokkolási arány és az útvonalak átlagos hossza a d paraméter függvényében

4. és 5. ábra  Az útvonalak átlagos hossza és a blokkolási arány különbözô információterjesztési intervallumok esetén



eredményt érnek el, illetve mindhárom teljesítménye a
ROUND-ROBIN algoritmus eredményeihez konvergál.
Ez azért van így, mert a PCE figyelembe veszi saját ko-
rábbi döntéseit, azonban a felhasználók távozásáról
nem értesül. Így, ha két frissítés között sok idô telik el,
elôször kiegyenlíti a szerverek terheltségét az általa lá-
tott hálózati képben, majd gyakorlatilag körülfordulásos
módon választ átjárót a következô frissítés vételéig.

Azt kaptuk, hogy a LOADNEAR, illetve a NEARLOAD
megfelelô paraméterértékek melletti alkalmazásával – a
blokkolási ráta kis növekedése árán – jelentôsen csök-
kenteni tudjuk az átjárókhoz vezetô útvonalak átlagos
hosszát. A legjobb blokkolási ráta a GREEDY alkalma-
zásával érhetô el, de mivel ez nem veszi figyelembe a
topológiát a döntéskor, hosszú útvonalakat fog létesí-
teni a hálózatban.

5. Összefoglalás

Ha egy bizonyos igénytípust hálózati szerverek egy cso-
portja képes kiszolgálni, akkor egy konkrét igény kiszol-
gálását elvégzô szerver kiválasztása egy megoldandó
feladat. Mivel a hálózati terhelés alacsonyan tartása, il-
letve a szerverek terheltségének megfelelô elosztása
két, egymásnak ellentmondó szempont, így lehetetlen
olyan algoritmust találni, amely mindkét szempont sze-
rint optimális eredményt ad. Szerencsére egyszerû al-
goritmusok használatával, melyek mindkét szempontot
figyelembe veszik, jó kompromisszumot lehet elérni. Ösz-
szességében a paraméterek megfelelô választása mel-
lett a NEARLOAD, illetve a LOADNEAR megfelelô ered-
ményt nyújt.
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Átjáró szerver választása...

HHHH eeee llll yyyy rrrr eeee iiii gggg aaaa zzzz íííí tttt áááá ssss
Legutóbbi, 2007/3-as számunk 19-23. oldalán, Csurgai-Horváth László és Bitó János: 
„Fading idôtartam-modellezés mûholdas földi mozgó rádiócsatornán” címû cikkébe 
sajnálatos módon több, értelemzavaró hiba került, melyek a következôk:

A szerzôktôl és olvasóinktól egyaránt elnézést kérünk!

• Az 1. táblázat helyére 
egy rokon témájú cikk hasonló 
tartalmú táblázata került.
Az ide tartozó táblázat helyesen:

• A (3) és (4) képletekben
az eredeti, görög szumma
helyett hibás karakter 
jelent meg.

• A 2. táblázat felirata 
pedig helyesen: 
„Paraméterek 
a (7-8) egyenletekhez”


