
1. Introduction

In digital speech processing the so-called quasi-sta-
tionary signal model is often used in solutions to a lot
of practical problems. It means that it is possible to
process the speech signal with the sequence of over-
lapped speech segments in order to complete the com-
putations necessary for the algorithm in question. It is
presumed that the parameters of the applied speech
model do not vary during the segment under process-
ing. According to the relevant literature, the suitable
segment duration is 2...5 times longer than the funda-
mental period, and the sufficient overlap is 1...3 times
of pitch period [1]. 

During the progress of digital speech processing a
demand has arisen for analyzing methods suitable for
investigating speech signal changes of lower duration
than the pitch period itself. These types of speech sig-
nal changes constitute the fine structure of speech. The
phenomenon of the small fluctuation of the fundamen-
tal period during nonlinear vocal chord vibration – among
many others – is an example which calls for methods
necessary to represent the fine structure of speech.
These methods ought to derive physically meaningful pa-
rameters from few speech samples only. Consequently,
for these purposes the speech processing methods bas-
ed on the quasi-stationary assumption are not appro-
priate [2]. 

Summing up succinctly the essence of the problem,
it could be said that it is not possible to increase the
time-resolution of the analysis, while keeping the de-
tailed frequency-domain representation because of the
uncertainty-relation of Dennis Gabor. Nowadays, the
wavelet-transform is widely used in applications requir-
ing increased time-resolution. However, the time-reso-
lution of the wavelet-method is also limited by the time-
scale uncertainty relation, which replaces the time-fre-
quency uncertainty mentioned above [2,3]. 

A possible method, suitable for analyzing the fine
structure of speech, is the Teager-operator-based Ener-
gy Separation (ES) algorithm. The wavelet-based ana-
lysis and the Teager-operator have recently led to suc-

cessful applications [4]. Another possibility in determin-
ing the instantaneous parameters is the application of
the Hilbert-Huang-transform [5]. Because we have not
found published results in the relevant literature avail-
able to us on the comparison of the Teager-operator-
based methods and HHT-based ones, their compari-
son has been chosen as the subject of this article.

2. The Teager-operator and 
the ES-algorithm
2.1. The continuous-time Teager-operator and 
the estimation of instantaneous parameters
The definition of the Teager-operator has become

possible after detailed investigation of the nonlinear
physical phenomena of human speech production. In
order to describe the fast changes in the speech-sig-
nal’s energy during the fundamental period, it is useful
to determine the overall energy of the system produc-
ing the speech. This overall energy can be estimated
by applying a suitable operator to the speech signal –
the operator is termed as Teager-operator [2]:

(1)

where Ψ{.} denotes the Teager-operator. In the
case of the signal x(t)=a⋅cos(ω⋅t+ϕ) we get:

(2)

which leads to
(3)

It can be checked that the result will be the same
when the operator is applied to the signal x(t)=a⋅sin
(ω⋅t+ϕ), as it is expected. It is interesting to note that
the next equation also holds:

(4)

A possible generalization of the signal x(t)=a⋅cos
(ω⋅t+ϕ) is the case when both the amplitude and the
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phase are time-dependent, that is the form of the re-
sulting AM-FM signal is the following:

(5)

By direct algebraic manipulation it is easy to check
that in the case of arbitrary amplitude- and phase-func-
tion the application of the operator in (1) results in a for-
mula which is not easy to manipulate further. However,
in the case of slowly varying amplitude- and phase-
functions by using the approximations below:

(6)

and by applying the Teager-operator to the signal in
(5) we get:

(7)

The operator can also be applied to the derivative
of the signal:

(8)

By using the approximations in (6), after detailed cal-
culations we finally get the relation below for the AM-FM
signal in (5): 

(9)

Therefore, both the value of the magnitude and the
magnitude of the derivative of the phase (which is by
definition the absolute value of the angular frequency)
can be estimated by the formulae below:

(10)

(11)

So, based on equations (1), (10) and (11) the slowly
time-varying envelope and the slowly time-varying ins-
tantaneous angular frequency can be estimated from
the signal itself. It is easy to check that for the signal x(t)=
a⋅cos(ω⋅t+ϕ) these estimations give exactly the same
values of the (constant) amplitude and (constant) angu-
lar frequency. 

2.2. Discrete-time Teager-operator and the ES-algorithm
After proper sampling and suitably approximating

the derivation with differences equations (1), (10) and
(11) can be considered as the basis of the computa-
tions. According to our numerical experiments the five-

point Savitzky-Golay smoothing derivative algorithm [6]
gives acceptable results. This type of computation is
further called as direct computation. The discrete-time
version of the Teager-operator can also be derived from
the continuous form in (1) by approximating the differ-
entiation with the d(n)=x(n)–x(n–1) difference. This leads
to the next definition of the discrete-time Teager-opera-
tor:

(12)

After some algebraic manipulation it calls forth that
by applying the Teager-operator to the signal x(n)=
a⋅cos(ω⋅n+ϕ) discrete-time sequence the result is below:

(13)

where ω denotes digital angular frequency. In the
case of the discrete-time Teager operator it can be shown
that, starting from the x(n)=a(n)⋅cos(ϕ(n)) sequence the
estimation formulae of the slowly varying instantaneous
parameters are given below [2]:

(14)

(15)

The computation procedure defined by equations
(12), (14) and (15) is called ES-algorithm in the literature.
The benefit of the ES-algorithm is that it needs only
three samples for the estimation, while the direct me-
thod above needs five samples, however, in the latest
case the evaluation of the arcsin(.) function is not need-
ed for determination of instantaneous digital angular
frequency.

3. The Hilbert-Huang-transform 
and the computation of 
the instantaneous parameters

In the previous part it has been shown when several
well-defined conditions are fulfilled, the computation of
the instantaneous parameters is possible. These con-
ditions can be guaranteed e.g. with a suitable band-
pass filtering before estimation. 

A natural question could arise: is there a much more
general method for estimating the physically meaning-
ful instantaneous parameters? The question was ans-
wered positively in 1988 in a paper by Norden E. Huang
et al. [5]. The authors elaborated a signal decomposi-
tion algorithm which results in signal components having
positive instantaneous frequencies, so the instanta-
neous parameters can be estimated using these com-
ponents. 

They proposed the so-called EMD-algorithm (Empiri-
cal Mode Decomposition), they termed the component
signals as IMFs (Intrinsic Mode Function), and the ins-
tantaneous parameters of IMFs can be estimated by
using the so-called canonical representation of analytic
signals.
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3.1. The empirical mode decomposition algorithm and 
the intrinsic mode functions
The intrinsic mode functions ought to have two basic

properties [5]:
– The number of extrema and the number of the

zero-crossings are the same or their difference
equals 1,

– The mean value between the envelopes of local
maxima and local minima is zero.

Details of the algorithm for determination of the int-
rinsic mode functions can be found in [5]. When deter-
mining an IMF only local speech sample values are used,
that is the IMFs are computed with a locally adaptive
manner. Moreover, the original signal can be reconstruct-
ed by summing up the IMFs, that is:

(16)

where r(n) denotes the residual signal, mk(n) de-
notes the k-th IMF, and K denotes the number of IMFs.
There is no estimation for the number of IMFs in [5], so
it has to be determined experimentally. 

3.2. The canonical representation of the signal 
and the instantaneous parameters
As it is well known from the work of Dennis Gabor

[7], the x(t)=a(t)⋅cos(ϕ(t)) signal model is not unambigu-
ous, but the so-called canonical representation – which
can be derived from the complex analytic signal – is
unambiguous. This latter signal is composed from the
signal itself and also from its Hilbert-transform as given
below:

(17)

(18)

and the canonical representation is defined as:

(19)

The instantaneous parameters in (19) are defined as:

(20)

(21)

Although equation (21) defines the instantaneous
angular frequency as a derivative of the phase of the
analytic signal it can also be computed as the following
partial derivative:

(22)

which leads to the next relation:

(23)

which can also be reached after the completion of
the derivation in (21). Both (21) and (23) can be used
for deriving an algorithm for the estimation of instanta-

neous angular frequency. From the point of view of re-
alization we have to note there is an important relation
between the Hilbert-transform and Fourier-transform of
the signal, which is the following:

(24)

moreover, the relation below also fulfils:

(25)

where F{.} denotes the Fourier-transformation.

3.3. The computation of the discrete-time Hilbert-transform
and the estimation of the instantaneous parameters
The discrete-time Hilbert-transform of a signal can

be computed either starting from (24) and by applying
a suitable digital filtering operation [8] or by using an
FFT-based algorithm (25). After determining the Hilbert-
transform of the speech, the estimation of the instan-
taneous amplitude can be given as follows:

(26)

For the computation of the instantaneous frequen-
cy two algorithms can be derived depending on the
use of (21) or on the use of (23). By using (21) the phase-
sequence can be given with the equation below:

(27)

During the evolution of the signal the phase-change
can be given as:

(28)

where r(n) is a positive integer. After computing the
instantaneous phase by appling a suitable phase-un-
wrapping algorithm, the instantaneous digital angular
frequency can be approximated by the difference below:

(29)

Another procedure can be derived using equation
(23) and by approximating the derivation with a suitable
manner. As in the previous part, the five-point Savitzky-
Golay smoothing derivative algorithm can also be app-
lied in this case.

4. Comparison of the instantaneous
parameters computed 
with the Teager-operator and the HHT

4.1. The reconstruction of 
the signal from its instantaneous parameters
As it was presented in the second part of this paper,

the absolute value of the amplitude and the frequency
of the slowly varying signal can be estimated by using
two algorithm-pairs. In the third part the basis of the es-
timation of the instantaneous amplitude was the analy-
tic signal computed from the IMFs and the estimation of
the instantaneous frequency was determined either di-
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rectly or from the instantaneous phase sequence. For
these estimations two algorithm-pairs have also been gi-
ven. Because these algorithms have been derived using
very different signal models, it is necessary to compare
the similarity or dissimilarity of the estimations of the in-
stantaneous parameters. There are four corresponding
algorithm-pairs to be compared. In order to compare these
algorithm-pairs, it is necessary to estimate the instant-
aneous parameters and from these to re-estimate the
original speech signal by using the same reconstruction
algorithm. In the case of the original signal x(n) and the
estimated signal x~(n), the performance of the algorithm-
pairs can be characterized by the noise-to-signal ratio
below:

(30)

Because only one algorithm estimates the phase di-
rectly and all the others estimate the instantaneous fre-
quency, the basis sequence in reconstruction was in all
cases the estimated instantaneous frequency and the
determination of the phase sequence was the following:

(31)

According to our numerical experiments there is a
phase-jitter between the original and the reconstructed
signal, so the best initial phase value Φ(-1) has been
determined by searching the best NSR using π/180 (1°)
phase-step.

4.2. The comparison of the method using a test signal
For the test signal the following AM-FM signal, which

can be found in the relevant literature, has been used [2]:

(32)

By examining the time-domain figure of this signal,
it is clearly an IMF, so it is expected from the EMD-algo-
rithm to give back only one IMF. This is also the case,
as it can be seen in Figure 1. The difference between
the reconstructed and the original signal can be char-
acterized numerically, as it can be found in Table 1. 

4.3. The comparison of the methods in the case of 
band-limited speech
In the case of the speech signal it is necessary to

ensure the slow changes of the parameters to be esti-
mated, which can be solved by suitable band-pass fil-
tering. Although – to our best knowledge – there is no
accepted method for designing the suitable filter, it can
be deduced from the relevant literature that a member
of some 1 CB filter bank is suitable for the application of
the Teager-operator [4] which is the basis for the above
mentioned two methods. In this part the estimation of
the instantaneous parameters of band-limited speech
signal is illustrated. 

The speech samples stem from the utterance of the
Hungarian word ‘igen’, uttered by a native male speak-
er, using 8 kHz sampling frequency and 16 bit linear
quantization. The original utterance was band-limited
to 300 Hz...3400 Hz by using a linear-phase FIR filter.
After examining the spectrogram, because of the pres-
ence of a strong formant near 500 Hz, a member of a
perceptual wavelet filter-bank has been used for further
FIR-filtering [9]. By examining the band-limited signal, it
can also be clearly seen that it is an IMF too, so it is ex-
pected from the EMD-algorithm to give back only one
IMF. This is also the case, as it can be seen in Figure 2.
The difference between the reconstructed and the orig-
inal signal can be characterized numerically, as it can be
found in Table 2. The best result has been given by the
HHT (phase-difference) method.

In Figure 2 and in the case of the Teager-operator-
based methods the deep valley at 177 ms is caused by
the realized program, because it gives back 0 value for
the instantaneous frequency in order to avoid the square
root from the negative value (see equations (10),(11),
(14) and (15)).

4.4. The comparison of the methods 
in the case of speech signals
The results presented in the previous part show that

the Teager-operator-based estimations are very similar
to those computed by the HHT-based methods. In the
following, our results in analyzing one uttered word are
presented. However, there was no band-pass filtering
in the investigations below. The EMD process itself ser-
ves as an adaptive band-pass filter-bank. The adaptive
nature of the algorithm stems from the iterative com-
puting of the upper and lower envelopes. That is, in the
case of the first IMF these envelopes are fitted to the
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Table 1. 

Characterization of the algorithm-pairs in
the case of the test signal

Table 2.

Characterization of the algorithm-pairs in
the case of the band-limited speech signal



rapid changes in the signal
structure, which means the
extraction of the higher fre-
quency signal component.
After subtracting the first IMF
from the original signal, the
procedure above is repeat-
ed in the lower frequency
parts of the signal several
times. It is not obvious how-
ever, whether this type of fil-
tering is enough for the app-
lication of the Teager-opera-
tor or not. 

This question has also been
examined with the utterance
of the Hungarian word ana-
lyzed in the previous part. It
has been mentioned in the
third part that there is no ba-
sis for the number of the IMFs.
However, according to our nu-
merical experiments, by us-
ing the first three IMFs the
original speech can be re-
constructed with NSR of -22
dB, so the instantaneous pa-
rameters have been estima-
ted in the case of the first
three IMF using the four me-
thods mentioned in the pre-
vious part of the paper. The
reconstruction itself has been
accomplished for these three
IMFs and the reconstructed
speech has been computed
by summation of the recon-
structed IMFs. 

Estimation of instantaneous parameters...
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Figure 1. 

Results of the application of
each algorithm-pair on 
the test signal. 
a) the IMF1 and its estimations
b) the theoretical instantaneous

frequency and its estimations
c) theoretical instantaneous

amplitude and its estimations

Figure 2. 

Results of the application of
each algorithm-pair on 
the band-limited speech signal.
a) the IMF1 and its estimations
b) the estimations of 

the instantaneous frequency 
c) the estimations of 

the instantaneous amplitude



For the ease of survey Figure 3 presents the parts
of the speech computed in the best case, and in the
Table 3 the numerical values can be seen. 

5. Conclusions

In this paper four methods have been proposed for the
estimation of the instantaneous amplitude and instan-
taneous frequency of the speech signal. Two of these
methods are based on the Teager-operator, and the
others are based on the HHT. The methods have been
illustrated with figures computed using a test signal and
a speech signal, moreover, a reconstruction method has
also been proposed in order to re-compute the speech
from the instantaneous parameters. The reconstruction
method was also the basis for the comparison of the
methods mentioned above. 

Our most important result is, that the Teager-opera-
tor based methods and the HHT-based methods give
similar estimates for the instantaneous parameters of
the IMFs of speech. It is planned to continue the work
to discover the application areas of the algorithms pre-
sented in this paper.
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Figure 3. 

Reconstruction of 
the speech signal from 
the first three 
reconstructed IMFs.

Table 3. 

Data in the case 
of best reconstruction


