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A Saleve rendszer egy parhuzamosan futé, ugynevezett paraméterelemz6 alkalmazasok fejlesztését és futtatdsat segité esz-
kéz. A Saleve-vel fejlesztett programokat valtoztatas nélkil integrdlhatjuk kiillénb6z6 kbéztesrétegeket alkalmazo gridekbe, igy
az alkalmazas fejlesztéjének nem sziikséges a kéztesréteg technikai részleteit ismernie.

1. Bevezetés

Napjainkban a tudomanyos szamitasok futtatasara mar
szamos szamitogépes erdforras rendelkezésre all, me-
lyek hasznalatara azonban még nincs mindenitt meg-
felel6 tamogatas. Bar sok fejlesztés célozta meg ennek
segitését, egy kutaténak még ma is szamos akadallyal
kell szembenéznie, ha igénybe kivan venni egy elosztott,
parhuzamos szamitasi rendszert, igy példaul egy gridet.

A fenti nehézségeket kivanjuk athidalni a Saleve ke-
retrendszerrel, amely elfedi a parhuzamos alkalmazas
fejlesztbje el6l a mogottes infrastruktdra technikai rész-
leteit. A Saleve egy specidlis, kdnnyen parhuzamosit-
hato feladatcsoport, a paraméterelemzé algoritmusok
implementalasara 6sszpontosit. Segitségével olyan
parhuzamos alkalmazasok készithet6ek, melyek akar
tébbféle infrastruktdran is végrehajthatdak valtoztatas
nélkdil.

A tovabbiakban részletesen ismertetjilk a Saleve al-
tal tamogatott feladatokat és bemutatjuk Eurdpa legki-
terjedtebb grides projektjét, az EGEE projektet. Ezt ké-
vet6en felvazoljuk a Saleve fejlesztésének f6bb moz-
gatorugoit és célkitlizésit, majd a 4. szakaszban bemu-
tatjuk a rendszer miikddését, végll pedig 6sszefoglaljuk
eredményeinket és a tovabbfejlesztési lehetéségeket.

2. Grid alkalmazasa
paraméterelemzo feladatokhoz

2.1. Paraméterelemzé feladatok

A gyakorlatban sokszor felmeriil az igény arra, hogy
egy adott algoritmust tébb szaz, vagy akar sok ezer ki-
I6nb6z6 bemeneti paraméterértékkel lefuttassunk: az
ilyen feladatok a paraméterelemzések (Parameter Study/
Parameter Scan).

A vart megoldas bizonyos esetekben az egyes pa-
raméterekkel kapott kimenetek 6sszessége, de gyak-
ran egy végso, dsszesitd 1épés révén kapjuk ezekbdl a
végeredményt. Egy kimerit§ optimumkeresés soran pél-
daul ez az utolsé Iépés egyetlen paraméter kikeresését
jelenti. Egy masik egyszeri példa egy nem analitikus
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flilggvény numerikus integralasa egy adott tartomanyon.
A tartomanyt feloszthatjuk egymast nem fedd résztarto-
manyokra, ezek lesznek az integralast elvégzé eljaras
bemeneti paraméterei, a végsd |épés pedig a részinteg-
raloknak az 6sszegzése.

A paraméterelemzés problémakére felbukkan sza-
mos kisérleti tudomanyagban, kiléndsen fizikai szimu-
lacioknal. Ide tartozik tovabba a nagyenergiaju részecs-
kefizika, az asztrofizika, génkutatas, gyogyszerkutatas,
foldrengés-kutatas. A paraméterelemzéshez hasonl6an
részfeladatokra oszthaté feladat altalaban minden olyan
mérndki feladat, probléma, amely kézénséges differen-
cialegyenlet-rendszerrel irhato le. llyenek példaul a sta-
tikai feladatok, mely teriileten megemlitendé a BME-n
végzett kutatas, melynek keretében vasbeton hidgeren-
dak tervezési feladatainal alkalmaznak j6l parhuzamo-
sithatd, a paraméterelemzéshez részben hasonlé algo-
ritmust [1].

A rendkivil nagy szamu kilénbéz8 bemenettel torté-
né futtatdsokat id6ben egymas utan végrehajtani azon-
ban igen sok id6t venne igénybe. Megallapithaté viszont,
hogy az egyes lefutasok kézott semmiféle csatolas nincs,
igy ezek futasi sorrendje tetszéleges, raadasul egy-
massal parhuzamosan is térténhet a Single Program,
Multiple Data (SPMD) modellnek megfelel6en [2]. Tébb
processzor jelenléte tehat jol kihasznalhat6, akar egy
multiprocesszoros szamitdégéprol, akar egy sok gépbdl
allo firtrél van szé — sét, legjobb esetben egy grid infra-
struktira szolgaltatasait is igénybe vehetjlik erre a célra.

2.2. A Grid-rendszerek jelene

A rohamosan névekvd szamitasi és adattarolasi igény
kielégitése érdekében mar tébb mint egy évtizede fel-
merlilt az elképzelés egy féldrajzilag elosztott er6forras-
halézat, grid kiépitésére [3]. Ennek megvalositasara az-
Ota szamos kezdeményezés indult a vilag kilonb6z6
teruletein.

Ezek kozil Eurédpaban egyik legnagyobb az Ena-
bling Grids for E-sciencE (EGEE) [4]. A svajci CERN ku-
tatokdzpontnal levé Large Hadron Collider (LHC) részecs-
kegyorsitd érzékel8ibél szarmazé adatok feldolgozasa-
ra kezdték kialakitani a rendszert, mara azonban sza-
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mos szertedgaz6 tudomanyteriileten vannak alkalma-
zasai: tobbek koz6tt asztrofizikaban, bioinformatikaban
és geofizikaban. A projekt 240 intézményt fog dssze a
vilag 45 orszagabdl, kéztlik Magyarorszagrol is. A grid
jelenleg koérulbelll 41 ezer processzort tartalmaz, 5 pe-
tabajt adatot képes tarolni és 100 ezer feladatot dolgoz
fel egyidejlleg.

A BME is részt vesz az EGEE-ben, egyrészt szerve-
z06 tevékenységekkel, masrészt eréforrasok rendelke-
zésre bocsatasaval. Az altalunk kialakitott eréforras-
készletben, amely a BMEGrid nevet kapta, jelenleg 8
darab négymagos szerver futtatja a gridbe bekuldott
programokat. A rendszerhez csatlakoztattunk ezen ki-
vil egy nagy kapacitasu és hatékony parhuzamos elé-
rés( adattarolé eszkdzt, a Scalable File Share-t, amely
mintegy 3 terabdjt adat tarolasara képes. Eréforrasain-
kat tdbbségében a részecskefizikaval foglalkozé Atlas
kutatécsoport tagjai, valamint biomedikus kutaték hasz-
naljak.

A grid projektek hangsulyt fektetnek az uj alkalma-
zasok fejlesztésének kdnnyitésére, hogy néveljék a fel-
hasznalok taborat. Erre megoldast nyujtanak a portal-
rendszerek [1,10], helyenként kiegészitve alkalmazas-
fejlesztési és munkafolyamat-kezel6 eszkdzokkel [11],
vagy egyéb, 6sszetett funkcidkat is tamogatd kérnyeze-
tek [12]. A Saleve megkdzelitése ezektdl eltér: segitsé-
gével olyan parhuzamos alkalmazasok hozhatdk létre,
amelyek sajat magukat képesek a futtatéd kdrnyezethez
eljuttatni kilon eszkdz nélkil és emellett kénny(sulytak
és egy személyi szamitogépen is futtathatéak. A rend-
szer — mint ahogy az emlitett kérnyezetek is — fliggetlen
az alkalmazasi terilettdl.

3. A Saleve rendszer attekintése

3.1 Motivacio

A kutatok, mérndkok nagy része rendelkezik progra-
mozasi ismeretekkel, kiildndsen a C és Fortran nyelv te-

rén, igy a tudomanyos szamitasokat végz6 hagyoma-
nyos, soros feldolgozasu programok elkészitése nem
okoz nekik gondot. Parhuzamosan futd, elosztott prog-
ramok fejlesztése azonban nagyobb programozasi tu-
dast és gyakorlatot igényel. A helyzetet neheziti, hogy
szamos eltérd, nagy léptekkel valtoz6 technolégia van
hasznalatban. Ide tartoznak a kiilénb6z8 hosszu tavu
Utemezék: a PBS, az LSF és a Condor [5] is.

lgaz ugyan, hogy a grid fejlesztés végsé célja egy
szabvanyositott médon elérhetd vilagméretl szolgalta-
tas kialakitasa, ennek megval6suladsaig azonban var-
hatéan még sok évet kell varni. Jelenleg az egyes grid
rendszerek kiilénb6z8, egymassal inkompatibilis kdztes-
réteg-szoftvert hasznalnak. Mindezeket a technolégia-
kat megismerni, hasznalatukat megtanulni ahhoz, hogy
egy altalanos problémat, példaul paraméterelemzést
megoldhassunk a segitséglkkel, felesleges energia-
kat von el a kutatas igazi feladataitél. Gyakori eset to-
vabba, hogy egy mar megirt programot gyokeres atiras
nélkiil szeretnének hasznalni a hattérben levé infrastruk-
tura valtozasa, fejl6dése utan is. llyen valtozas lehet az,
amikor egyetlen szamitogéprél attérnek egy helyi flrt
hasznalatara, vagy pedig a flrtrél térnek at valamely
griden toérténd futtatasra.

3.2 Megoldasi javaslat

Ezen nehézségek athidalasara hivatott a Saleve
rendszer, egy nyilt forraskoédiu segédeszkdz a C nyelvd,
parhuzamos futasra is képes programok fejlesztésére.
A Saleve egyarant hasznalhat6 Uj programok készité-
sére és mar meglevd, de egyszerre csak egy procesz-
szoron futni képes kddok gyors atirasara. Az alapvet6
cél elfedni a hattérben megbujo kilénféle szamitasi tech-
noldgiakat és egy ezektdl fliggetlen, kdnnyen elsajatit-
hat6 metodol6giat nyujtani olyan paraméterelemzg al-
kalmazasok gyartasara, amelyek az egyszerd szekven-
cialis futason kivil képesek a parhuzamos rendszere-
ket is kihasznalni.

1. abra A Saleve haszndlati lehetéségei

Saleve szerver

C
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4. A Saleve miikodése

4.1. Kliens-szerver architektura

A Saleve rendszer miikddésének megértéséhez te-
kintsiink egy C nyelven megirt, szekvencidlis parameter
study (PS) alkalmazast. A felhasznalé szamara az egyet-
len Gjdonsag az, hogy kis mértékben atalakitva az ere-
deti alkalmazasat, el kell készitenie a Saleve klienst. A
szlikséges valtoztatas minddssze abbdl all, hogy szét
kell valasztani a programban a paramétertartomany fel-
bontasat, a részeredmények kiszamitasat és a részered-
mények dsszegzését, majd forditaskor 6ssze kell szer-
keszteni a Saleve fejleszt8i kdnyvtarral.

A Saleve kliens futtatasakor kiszamitja az dsszes
résztartomanyhoz tartozé részeredményt és dsszegzi
azokat. Alapértelmezésben — az eredeti alkalmazashoz
hasonléan — sorban egymas utan inditja a részfeladato-
kat, de lehet8ség van arra is, hogy parhuzamosan tébb
részfeladatot inditson. Azonban a kliens legfontosabb
képessége az, hogy el tudja kildeni sajat binaris kdéd-
jat és a bemeneti allomanyokat egy megadott Saleve
szervernek.

Miutan a kliens kérése, vagyis a program és az adat-
fajlok megérkeznek a Saleve szerverhez, a szerver min-
den résztartomanyhoz egy kilén folyamatot indit el, ame-
lyeket vagy helyileg hajt végre, vagy tovabbkild egy
gridbe vagy egy firtbe a felhasznalé szamara tokélete-
sen transzparens médon (7. dbra).

A szerver gondoskodik a tovabbkiildétt feladatok fe-
ligyeletérdl, hiba esetén Gjraklldésrdl és a részeredmé-
nyek ideiglenes tarolasardl. Ebben a fazisban kliens a
szerverrel vald kapcsolatot megszakithatja és késébb,

akar egy masik kliens példany az azonositast kévetéen
Ujra felépitheti.

A szerver a kiszamitott részeredményeket folyama-
tosan visszajuttatja a vele kapcsolatban allé kliensnek.
Amikor minden részeredmény megérkezett a klienshez,
akkor a felhasznal6 altal megadott médon kiszamitas-
ra kerlil a végeredmény. A feladat végrehajtasanak fo-
lyamatat a 2. abra foglalja éssze.

4.2. A szerver felépitése

A szerverrel szemben tamasztott legfébb kovetel-
ménylink, hogy minél tébb elterjedt elosztott szamitasi
kérnyezetet tamogasson, és emellett kdnnyen adaptal-
hat6 legyen egy Uj Gtemez6hdz vagy grides kdztesré-
teghez. E szemléletet tikrézi a szerver komponense-
inek két csoportra val6 felosztasa: egyik tipust kompo-
nensek az altalanos, szamitasi kdrnyezett6l fliggetlen
feladatokat végzik, a masik csoportot a plugin kompo-
nensek (kiterjesztések) képezik.

Az altalanos csoportba tartozik a kliensekkel valo
SOAP alapu kommunikéaciét végz6 komponens. A szer-
ver tehat webszolgaltatasokat nyujt a kliensek felé, eze-
ken keresztil torténik a feladat és a paraméterek feltdl-
tése a szerverhez és a részeredmények visszajuttatasa
a klienshez. A webszolgaltatasok a gSoap [6] implemen-
tovabba a felhasznalokat kezel és a feladatkezeld kom-
ponens, melyeket részletesen [7,8] ismertet.

A kiterjesztések csoportja, a pluginok teszik lehet6vé,
hogy a szerver tébbféle, eltéré kérnyezetekkel lehes-
sen kapcsolatban, de egy Uj kérnyezethez torténd illesz-
tés soran ne legyen szilkség a miikodés Ujratervezésé-

2. abra A feladat végrehajtasa

1. Programkaod és
bemeneti adatok elkilldése

2. Szamitasi példanyok
szétosztasa
3. Varakozas részeredmeé-

nyekre; opcionalisan
megszakitas és folytatas

4. Részeredmények

Kliens

Saleve szerver

I F ; 3 |
o B

visszajuttatasa

5. Osszegzés
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re. Minden egyes elosztott kérnyezethez fejleszteni kell
egy plugint, amely a kérnyezetspecifikus kommunikaciot
kezeli (3. abra).

Eddig az alabbi kérnyezetekhez készllt Saleve plugin:

— a Saleve szervert befogadd gépen torténd
végrehajtas, ami a szervergépen parhuzamosan
inditja el a feladatokat,

— Condor Gtemezdnek [5] torténd feladatbekildés,
mely a flrtéknél gyakran hasznalatos
feladatutemezd,

— az EGEE grid infrastruktdraba tovabbitas
a glLite koztesrétegen keresztill.

4.3. Saleve és az EGEE infrastruktira

A Saleve rendszer az el6z8 szakaszban emlitett plug-
innal tdmogatja az EGEE gridbe t6rténé feladatbekdil-
dést is. Egy Saleve plugin elkészitése elsésorban a
megfeleld koztesréteg vagy ltemezd interfészének is-
meretét kdveteli meg és nem igényel nagy felkésziltsé-
get a Saleve architektirajanak terén. A plugin fejleszté-
sének folyamata egy absztrakt interfész-osztaly imple-
mentalasabdl all, ahol az adatkezelést segiti a Saleve
programkdényvtar. A kihivast inkabb a grid felé térténé
hitelesitésben és a grides feladatok menedzselésében
talaltuk. A feladatok gondozasat a futtatast végzé infra-
struktira megbizhatatlansaga teszi szlikségessé: bizo-
nyos részfeladatok végrehajtasa meghiusulhat, ezeket
Ujra be kell kildeni.

A glLite kdztesréteg, az EGEE infrastruktara szoftver-
motorja olyan tanusitvanyalapu hitelesitést és eréfor-
ras-kiosztast alkalmaz, amelyben a felhasznalokat és az
erdforrasokat virtualis szervezetekbe (VO) csoportositja.
Ha egy felhasznal6 el kivan érni egy eréforrast, példaul

feladatot szeretne bekiildeni, akkor a tanusitvanyabol
egy rovidlejaratd, ugynevezett proxy tanusitvanyt kell ge-
nerélnia, ezt csatolnia kell a bekildétt feladathoz és
rendszeresen megujitania. Ez az eljaras segit megévni
a hosszu tavu tanusitvanyt abban az esetben, ha a proxy
tanusitvany kompromittalédna.

Jelenlegi megoldasunkban a Saleve szerver sajat
tanusitvanyt tart birtokaban, vagyis kdzvetlenil hozza-
fér a grides eréforrasokhoz, hiszen tagja valamelyik vir-
tualis szervezetnek. igy a proxy generalasa és periodi-
kus megujitasa teljesen elrejthet6 a felhasznalé eldl, aki
igy nem észleli, hogy a feladata az EGEE gridben, vagy
egy helyi Condor-fiirtén futott-e le.

5. Osszegfoglalas

A bemutatott Saleve rendszer atlatszé absztrakcids ré-
teget képezve a kildnféle elosztott kdrnyezetek kdz-
tesrétege és ltemezdje felett megkdnnyiti a parameter
study tipusu parhuzamos alkalmazasok fejlesztését. Leg-
fébb elénye, hogy az eredeti alkalmazas enyhén mo-
dositott példanya, a Saleve kliens t6bbféle kdrnyezet-
ben vagy akar a helyi gépen is futtathaté valtoztatas
nélkil, igy technikai részletek ismerete nélkil is kdony-
nyen fejleszthetlink alkalmazasokat akar Eurdpa leg-
nagyobb infrastruktirajaba: az EGEE gridbe.

A tovabbfejlesztési lehet6ségek kézil a kdzeli jovo-
ben hangsulyt helyeziink a pluginok dinamikus cseré-
jének fejlesztésére és a gridbe kildétt feladatok jobb
menedzselésére. Terveink kdzétt szerepel a kliens-szer-
ver kommunikacié rugalmasabba tétele webstream-ek
segitségével. A Saleve projekt jelenlegi allapotarol [9]
weblap ad tajékoztatast.

3. abra A Saleve architekturaja
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A biometrikus azonosité eszkdzdk — ujjlenyomat-, iriszleolvasoék, arcfelismer6k — piaca jelentés fejlédésnek
indult az utébbi id6ben, Magyarorszagon is egyre tébb cég hasznal ilyen eszkézdket. FaceReading elnevezés-
sel figyelemre mélté hazai fejlesztési képfelismerd programot mutattak be december elején, amely képes arra,
hogy akar egy egyszerl webkamerdaval, valos id6ben készitett képeken is 95%-0s pontossaggal azonositsa
azokat a kulcspontokat, melyek segitségével az arc elemezhetévé valik és masodpercek alatt megallapitha-
téak az illet6 alapvet6 személyiségjegyei, melyekbdél szamos tulajdonsagara lehet kévetkeztetni.

A FaceReading Kft. az arcelemzés sok évszazados tudomanyat 6tvdzte a mesterséges intelligenciara épulé
technolégiaval, melynek nyoman az Arcolvasé neuralis hal6zatokbdl felépitett algoritmusai a relative rossz
mindségd, alacsony felbontasi mozgdképen is képesek az arc kulcs-pontjait kbvetni és azonositani. A cégve-
zet6k szerint a technolégia forradalmasithatja a munkaeré-kivalasztast, illetve annak hatékonysagat. A kulcs-
pontok adataibél Nagy Judit Ggyvezetd, a cég humaneréforras menedzsmenttel foglalkozé pszicholégusa sze-
rint olyan személyiségjegyekre lehet kdvetkeztetni, mely egy adott munkakdérre vonatkoz6 alkalmassagi vizs-
galatban is segiteni tudja a HR-esek munkajat.

Galambos Jézsef cégvezet6 a sajtétajékoztatén elmondta, hogy az alacsony hardverigényd, kéltséghateé-
kony rendszer tovabbi alkalmazasi terliletekkel is rendelkezik, ugyanis megfelel§ "tanitas" utan képes beazo-
nositani az arcon kivil mas targyakat is, igy példaul a jarmlivek rendszaman tul felismeri karosszériajukat,
vagy akar az azokon végzett médositasokat is. A technoldgia természetesen felhasznalhat6é az ellen6rzétt be-
és kiléptetés meggyorsitasara, célszemélyek kiszlrésére civil és specialis terlileteken egyarant.

Az Arcolvasé irant f6ként az algoritmusok skalazhatésaga miatt komoly a nemzetkézi érdekliédés, a cég sza-
kemberei egyel6re csak annyit arultak el, hogy jelenleg is tébb Gj alkalmazast fejlesztenek.

36 LXIl. EVFOLYAM 2007/12




