
1. Bevezetés

A 90-es években kezdett kibontakozni egy új kutatási
irány az elosztott számítások területén, melyet grides
számításoknak (Grid Computing) neveztek el. A grid-
rendszerek lényege a világ különbözô tájain lévô szá-
mítási rendszerek összekapcsolása, nagyobb számítá-
si kapacitás elérése érdekében. Az érdeklôdés egyre na-
gyobb ezen szakterület iránt; ezt bizonyítja a számos
világméretû gridkutatással foglalkozó projekt (CoreGRID
[1], LA Grid [2], Globus [3]). Ekkor még a nagy számítási
igényû feladatokkal rendelkezô kutatók kétkedve néztek
a grideket hirdetô, népszerûsítô fejlesztôkre, akik rövi-
debb futtatási idôt és kényelmes kezelô-felületet ígértek.
Idôközben a grid rendszereken belül különféle kihívá-
sok megoldása és komponensek fejlesztése végett el-
térô kutatási irányok körvonalazódtak ki, melyek önálló
kutatási területté emelték a grides számításokat. A grid-
rendszerek fejlôdése során számos kutatási területrôl
(biológia, kémia, fizika) érkeztek felhasználók, akik a kez-
deti nehézségek ellenére beléptek a gridet alkalmazók
körébe. Ma már a friss statisztikák és kutatási eredmé-
nyek is azt mutatják, hogy helyesen cselekedtek.

A napjainkra elegendôen stabil és megbízható gri-
dek kutatása a felhasználói igényekre összpontosít, hi-
szen ezen követelmények elengedhetetlenek a maj-
dan üzleti célokat szolgáló gridek számára. A gridrend-
szereken belül az erôforrás-kezelô komponensek fej-
lesztésével foglalkozó kutatási területet érinti a legin-
kább a felhasználói igények felerôsödése. Ezek alap-
ján a kutatás két fô igényre összpontosít: a szolgálta-
tás szintû szerzôdések lehetôvé tételére (Service Level
Agreements, WS-Agreements [4]) és az eltérô megva-
lósítású szolgáltatói gridek együttmûködésének elôse-
gítésére. E cikk az utóbbi cél elérésére tett kísérleteket
és kutatási irányokat mutatja be a grides erôforrás-ke-
zelés témakörében. Bár napjainkra számos jól megter-
vezett, széles körben használt grides erôforrás-kezelô

rendszer (Resource Management System), grid-bróker
[5] elérhetô a felhasználói közösség számára, ezek az
eszközök a gridet megvalósító, úgynevezett köztes ré-
teg (grid middleware) komponenseire, szolgáltatásaira
épülnek, melyek kevéssé adnak lehetôséget az újon-
nan felmerült igények kielégítésére. A jelenlegi megva-
lósítások nagy része nem képes átlépni a köztes réteg
alkalmazói korlátait, ezáltal a teljes grid rendszer fejlesz-
tésével azonos mértékben fejlôdhetnek, mely igen las-
sú elôrelépést és az új igények tekintetében radikális
változtatásokat jelent. A több évtizede kidolgozott fela-
dat-ütemezési stratégiák ritkán használhatók grides kör-
nyezetben, aminek a gyakran változó terheltség és elér-
hetôség, valamint a grid middleware korlátjai jelentenek
akadályt. Mindezek ellenére hazánkban is folynak kuta-
tások újabb, a grides környezethez alkalmazkodó üte-
mezési stratégiák kidolgozására [14]. Emellett napjaink
szolgáltatói gridjei viszonylag elkülönített felhasználói
közösséggel és fejlesztôi csoporttal rendelkeznek, mely
szintén az együttmûködés elôsegítésének útjában áll. 

Az 1. ábrán látható napjaink grides alkalmazása: a
grides erôforrások elérése általában grid portálokon ke-
resztül történik, de lehetôség van közvetlenül az erôfor-
rás-brókerek meghívására is.

Az együttmûködô gridek problémájával nagytekinté-
lyû szakértôi csoportok is foglalkoznak. Az egyik ilyen,
Európában irányadó grides szakértôi csoport a Next Ge-
neration Grids Expert Group, mely az Európai Bizottság
égisze alatt mûködik. Legújabb közleményükben [6] az
európai gridek jövôjérôl, a 2010-ig megvalósítandó és
azon túlmutató célokat, kutatási irányokat jelölték ki. Eb-
ben a webes és grides technológiák konvergenciáját
állapították meg és egyben kijelölték az utat a szolgál-
tatás-orientált tudás-alapú komponensek, SOKU-k (Ser-
vice Oriented Knowledge Utility) fejlesztése felé, me-
lyeknek együttmûködô, megbízható és hibatûrô mûkö-
dést megvalósító megfelelô tudás-bázissal rendelkezô
szolgáltatásoknak kell lenniük.
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Lektorált



Mindezen felhasználói igényeket és szakértôi útmu-
tatásokat figyelembe véve ez a cikk egy olyan magas
szintû erôforrás-kezelô szolgáltatást javasol az együtt-
mûködési probléma megoldására, mely az elôírásoknak
megfelelô tulajdonságokkal rendelkezik és nem igényli
a köztes réteg komponenseinek újratervezését.

2. Erôforrás-kezelés és választás – 
a kezdetektôl napjainkig

Kezdetben a grides erôforrás-kezelô komponensek csak
a rendszerbe bekapcsolt, számításokat végzô számító-
gépek elérését tették lehetôvé egy feladatot beküldô,
állapotot ellenôrzô és eredményt letöltô interfészen ke-
resztül. Az egyre nagyobb méretû és egyre több fela-
datot kiszolgáló gridekben viszont felmerült az igény
olyan brókerek kifejlesztésére, melyek a gridek informá-
ciós rendszerével kommunikálva a feladat végrehajtá-
sának legmegfelelôbb (általában lehetô leggyorsabb fu-
tási idôt biztosító) erôforrásra ütemezze a felhasználó
feladatát (job-ját). Az erôforrás-információk begyûjtésén
és az ütemezésen túl a Grid Bróker feladata az erôfor-
rással történô kapcsolatfelvétel, a feladat beküldése,
állapotának ellenôrzése és jelentése a felhasználónak,
végül az elôállított eredmény visszajuttatása. A felhasz-
nálói feladatok leírása feladat-leíró nyelven (job desc-
ription language) történik, ezt kell átadni a brókernek a
futtatható állománnyal együtt. 

Itt szembesülünk az elsô problémával: a különbözô
megvalósítású gridrendszerek általában eltérô formátu-
mú leíró nyelveket használnak. Ezen túlmenôen, bár a
köztes réteg komponensei és szolgáltatásai azonos mû-

ködési elvvel rendelkeznek, szintén eltérô protokollt hasz-
nálnak a fájlok továbbítására, az információs rendszer
adatainak tárolására és elérésére, valamint az erôforrá-
sok kezelésére. Ezen eltérések láttán nem meglepô,
hogy mind a felhasználók (a leíró nyelvek formátuma mi-
att), mind a fejlesztôk (az eltérô protokollok és interfé-
szek miatt) csoportokba tömörültek és az általuk válasz-
tott rendszer használatát, illetve fejlesztését választot-
ták. Ugyanezen érvek miatt az egyes Grid Brókerek is
bizonyos köztes réteghez, gridrendszerhez kötöttek.

Napjainkra a kutatók és bróker-fejlesztôk többsége
felismerte ezt a problémát, és megtették az elsô lépést
az együttmûködés elôsegítése érdekében: elkezdték
újratervezni, kibôvíteni a brókerek bizonyos komponen-
seit lehetôvé téve újabb nyelvek megértését és eltérô
protokollok használatát. Ennek köszönhetôen egyes
brókerek már képesek többféle griddel együttmûködni,
ezáltal különbözô felhasználói csoportokat kiszolgálni.
Ezek a bôvítések napjainkban is folynak, viszont érthe-
tô módon hosszabb idôt és több munkát igényelnek,
nem is beszélve arról, hogy ezáltal a brókerek egyre ösz-
szetettebbé és megbízhatatlanabbá válnak, hiszen nô
a hibalehetôségek száma. 

A másik viszonylag könnyen megvalósítható megol-
dás a gridportálok kibôvítése. Ezek az eszközök kényel-
mes, egyszerûen használható felhasználói felületet biz-
tosítanak az egyes gridkomponensek használatára, a
felhasználói feladatok végrehajtására. Léteznek korlá-
tozott szolgáltatásokkal rendelkezô vagy bizonyos fela-
datok támogatására specializált portálok is. Erre egy
példa a hazánkban kifejlesztett Conflet keretrendszer
(CONFigurable portLET) [13], melynek segítségével egye-
di feladatokhoz készíthetünk portált, megkönnyítve ez-
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1. ábra  Szolgáltatói gridek felhasználása napjainkban



zel a grides alkalmazást, futtatást. Bár a legtöbb grid por-
tál egy adott gridrendszerhez kötött, lehetséges a bró-
kerek kibôvítéséhez hasonlóan újabb nyelvek, proto-
kollok és interfészek támogatásának beépítése, ezáltal
a portál képes lesz több szolgáltatói gridet használni,
eltérô felhasználói közösségeket kiszolgálni. További
elôny a nagyobb számítási kapacitás biztosítása, hiszen
több grid több erôforrást jelent. 

A 2. ábra mindkét megoldásra bemutat egy példát a
P-GRADE Portál [7] használatán keresztül. Ez a grid-
portál egy általános workflow-fejlesztô és -futtató kör-
nyezetet nyújt a felhasználók számára. Az ábrán a Por-
tál dobozban a nagyobb téglalapokkal jelölt elemek a
végrehajtandó felhasználói programok (delta, cummu
stb.), ezek összekapcsolásával áll elô a grides alkalma-
zás, más néven workflow. Az alkalmazás megszerkesz-
tése során a felhasználó nyilakkal kötheti össze a futtat-
ható programok kimeneti és bemeneti fájljait (a kisebb,
számozott téglalapok), ezek a nyilak az egyes programok
közötti függôségeket jelölik. A szerkesztés utolsó fázisá-
ban erôforrásokat vagy brókereket rendelhetünk a prog-
ramokhoz (más néven feladatokhoz, jobokhoz), melyek
az alkalmazás indítása után elvégzik a feladatok futtatá-
sát a hozzájuk tartozó gridekben. A megoldás hátránya
hasonló, mint az elôzô esetben: eltérô gridek támoga-
tása a rendszer módosítását, újratervezését igényli.

3. Evolúciós lépés: 
Grid Brókerek egyesítése

Az elôzôekben bemutatott nehézségek láttán több ku-
tatói csoport is új utat keresett az együttmûködési prob-
léma megoldására. Nyilvánvalóvá vált, hogy a jelenlegi
architektúra megtartásával a közeljövôben nem, csak a
gridek köztes rétegének hosszabb idôt igénylô fejlôdé-
se után valósítható meg az együttmûködô gridek világa.
A megoldás kulcsa a brókerek közötti kommunikáció meg-
valósításában rejlik.

Az egyik legnagyobb világméretû grid kutatói szer-
vezet az OGF (Open Grid Forum) a grid rendszerek min-
den területén szabványosításra és új megoldások kidol-
gozására törekszik. Számos kutatási csoportja közül az
egyik, az OGF-GSA-RG (Grid Scheduling Architecture
Research Group [8]) egy minden bróker által elfogadott
és megvalósított interfész kidolgozását tûzte ki célul. Egy
ilyen interfész lehetôvé tenné, hogy kommunikáljanak
egymással a brókerek és különféle felhasználói felada-
tokat osszanak meg egymás között, közösen válassza-
nak erôforrást a feladatoknak, mindezáltal a lehetô leg-
nagyobb számítási kapacitást érhetnék el a felhaszná-
lók. Az elsô nagy nehézséget jelentô probléma ebben
a megközelítésben a közös interfész kidolgozása. Ha ez
a közeljövôben meg is születne, az egyes brókerek in-
terfészhez igazítása, újratervezése, majdan a közös üte-
mezési mûvelet megtervezése és megvalósítása bizto-
san hosszú idôt fog igénybe venni.

A másik megközelítés az elkülönített rendszerekben
mûködô hasonló megvalósítású brókerpéldányok kom-
munikációját célozza meg. Mivel ezen brókerpéldányok
megegyeznek és ugyanazon kutatók fejlesztik, egysze-
rûbbé válik közös interfész megalkotása és használata.
(Megjegyzendô, hogy ez esetben az eltérô kutatói cso-
portok vélhetôen más-más interfészen dolgoznak, en-
nél fogva a teljes grid rendszer ismételten szeparált ma-
rad.) Ezt az irányvonalat követik a következô projektek:
Koala [9], LA Grid [2] és Gridway [10]. 

Mindegyik megoldás egy-egy saját brókerpéldányt
mûködtet elkülönített gridekben vagy eltérô virtuális szer-
vezetekben, domain-ekben. A brókerpéldányok képesek
kommunikálni egymással és ha a saját hatáskörükben
lévô erôforrások túlterheltek vagy nem képesek végre-
hajtani a felhasználói feladatot, továbbítják azt egy má-
sik domain-t kiszolgáló példányhoz. A szerzôk legutób-
bi publikációikban már bemutatták, hogy járható az ál-
taluk kijelölt irány, ugyanakkor az eltérô rendszerek kö-
zötti együttmûködés még ebben az esetben sem meg-
oldott.
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2. ábra  
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A végsô megoldást az úgynevezett meta-brokering,
a létezô brókereket együttesen használó, magas szintû,
metaadatokat felhasználó brókerezés jelenti. Ez a meg-
közelítés egy újabb szintet hoz létre a gridbrókerek fölé
és azokat együttesen használja a felhasználók kiszol-
gálására. Az OGF korábban kidolgozott egy szabványt
a feladatleíró nyelvek egységesítésére, ez lett a JSDL
(Job Submission Description Language [11]). 

A Grid Meta-Bróker tervezése során definiáltunk egy
új nyelvet a brókerek tulajdonságainak egységes leírá-
sára, azaz a brókerekkel kapcsolatos metaadatok táro-
lására – ezt neveztük el BPDL-nek (Broker Property De-
scription Language [12]). A meta-brókeres szinten tör-
ténô ütemezéshez szükség van még egyéb ütemezési
felhasználói igények leírására és minôségi szolgálta-
tást biztosító szintén ütemezéssel kapcsolatos bróker-
tulajdonságok definiálására. 

Ezeket az attribútumokat a BPDL elsô verziója tartal-
mazta, a legújabb, folyamatban lévô fejlesztésünkben vi-
szont külön választottuk ezeket az adatokat és mind a
felhasználói feladatok, mind a brókerek leírására hasz-
nálhatjuk azokat a JSDL és a BPDL kiegészítéseként.
Ez az újabb nyelv az MBSDL (Meta-Broker Scheduling
Description Language) nevet kapta, mellyel hangsúlyoz-
zuk, hogy a nyelv attribútumai ütemezési tulajdonságo-
kat és igényeket írnak le. A szétválasztásra azért volt
szükség, mert mind a BPDL mind a Meta-Bróker JSDL
kiegészítô nyelve tartalmazta ezen attribútumok jelentôs
részét – így fölöslegesen, duplán tároltunk bizonyos ada-
tokat. 

A másik indok a szabványosítás megkönnyítésében
rejlik: az OGF-GSA-RG [8] már korábban elkezdett egy

ütemezéssel kapcsolatos leíró nyelvet kidolgozni (SDL,
Scheduling Description Language). Mivel az SDL köve-
telményrendszerét lefedték a BPDL 1.0 és a JSDL ki-
terjesztés bizonyos részei, kigyûjtöttük ezeket az attri-
bútumokat az MBSDL nyelvbe és felvettük a kapcsola-
tot a kutatócsoporttal a kompatibilitás megtartása és a
további munka elôsegítése céljából. Az ütemezési algo-
ritmus ezeket a metaadatokat használja fel arra, hogy
válasszon az adott feladathoz egy brókert, ezáltal egy
gridet, futtatási környezetet. A kiválasztás után a fela-
datot eljuttatja a brókernek, amely végrehajtja az általa
megszokott módon. A Meta-Bróker feladata az általános
feladatleírás lefordítása a választott bróker nyelvére. 

A Grid Meta-Bróker architektúrát (3. ábra) egy önál-
ló webszolgáltatásként valósítottuk meg. Ezáltal függet-
len a grides köztes rétegektôl és szabványos interfésze-
ken keresztül kommunikál a felhasználók és a gridek
felé. A brókerválasztást IS Agent-ek, grid-információs
rendszerekkel kapcsolatban álló ügynökök segítik. Az
általuk gyûjtött információkkal kiszûrhetôek a túlterhelt
vagy hibásan mûködô erôforrásokat használó brókerek.
Az Invoker nevû komponensek a Meta-Bróker által hasz-
nált brókerek meghívását, a feladatok továbbítását és
az eredmények begyûjtését végzik. Egy másik lehetsé-
ges megvalósításban az Invoker-ek használata helyett
a felhasználóra vagy a Meta-Brókert használó portálra
bízhatjuk a tényleges feladatbeküldést. Ez esetben a
Meta-Bróker a kiválasztott bróker nevét és a lefordított
leírást adja vissza a felhasználónak és a feladat lefutá-
sa után értesítést vár a lefutás sikerességérôl. Ezt az
információt az adott brókert leíró teljesítményadatokban
frissíti.
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3. ábra  Grid Meta-Bróker architektúra



4. Összefoglalás 
és jövôbeli tervek

Láthattuk, hogy a bevezetésben említett új kihívásoknak
nem képesek megfelelni a korábban megalkotott grides
erôforrás-kezelô rendszerek. A legújabb felhasználói igé-
nyeket, nagyobb számítási kapacitást és üzleti követel-
ményeket kiszolgáló szolgáltatás megvalósításához egy
új szemléletre, magasabb szintû megközelítésre van
szükség: egyesíteni kell az elkülönült szolgáltatói gri-
deket menedzselô brókereket. Ezen brókerek további
rendszerekhez történô adaptálása vagy portálokba in-
tegrálása jó kezdeti megoldásnak bizonyul, de hosszú
távon kezelhetetlenné és sérülékennyé válnának. 

Egy másik ígéretes megközelítés az azonos megva-
lósítású bróker példányok egymás közötti kommuniká-
ciójának lehetôvé tétele, mely az azonos brókerek által
mûködtetett gridek együttmûködését megoldja, viszont
ezek az egyesített gridek ugyancsak elkülönülnek egy-
mástól, hiszen az eltérô fejlesztésû brókerek nem képe-
sek kommunikálni egymással. 

A végsô megoldást a Grid Meta-Bróker alkalmazása
jelenti, mely a legújabb elvárásoknak megfelelô felépí-
téssel rendelkezik és szabványos nyelveket és interfé-
szeket használ az együttmûködô gridek megvalósítá-
sához. A meta-brókeres mûködés lényege, hogy a már
jól bevált, széles felhasználói körrel rendelkezô bróke-
reket együttesen alkalmazva egy közös hozzáférési szol-
gáltatást nyújtsunk az összes felhasználó számára az
összes elérhetô gridhez. A bemutatott Meta-Bróker meg-
valósítása folyamatban van, a következô lépés a rend-
szer tesztelése, mellyel bizonyítjuk a hatékonyabb, ké-
nyelmesebb és egyszerûbb grid alkalmazást. 

Egy világméretû egyesített grid rendszerben (WWG,
World Wide Grid [15]) a Meta-Brókerek játszhatják majd
az összekötô szerepet, ami szükségessé teszi, hogy az
egyes példányok megosszák a feladatokat és kommu-
nikáljanak egymással. A Meta-Bróker architektúra meg-
felel az NGG jelentésben [6] foglalt követelményeknek,
és együttesen alkalmazza a legújabb webes és grides
technológiákat.
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