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Az EGEE2 (Enabling Grids for E-sciencE 2) célja egy nemzetkézi kutatdi grid kialakitasa és fejlesztése. Magyarorszdg évek
Ota szerepet vallal az infrastruktira sejtjeit képezb klaszterek, vagy tgynevezett dllomdsok lizemeltetésével és felhasznaldi
programok fejlesztésével. Cikkilinkkel egy révid attekintést szeretnénk nydujtani a projekt céljairél, mikddési struktirajardl,

és a hazai szerepvallaldsrol.

1. Az EGEE bemutatasa

Az EGEE —teljes nevén Enabling Grids for E-sciencE —,
az egyik legnagyobb befektetéssel jard és legtébb or-
szagot megmozgaté Eurdpai Unids projekt [3]. A pro-
jekt célja, hogy alkalmassa tegye a grid technologiakat
az E-kutatads szamara. Ezzel a megfogalmazéassal rég-
tén két Ujabb fogalmat is nyertiink, az EGEE létrejotté-
nek kulcsgondolatait; azaz mi az a grid és mit takar az
E-science?

Manapsag a kutatasok szerves részét képezik a ki-
I6nb6z6 szamitastechnikai alkalmazasokra épil6 tesz-
tek, szimulaciok, illetve az adatok jol szervezett tarola-
sara, visszakeresésére és biztonsagos meg6rzésére ki-
alakitott struktdrak. A cél nem mas, mint nemzetkdzi
szinten 6sszefogni a kutatasokat, és megosztani egy-
massal a kutatasi eredményeket. Ennek természetes
kdzvetit6 kdzege az internet. Interneten 6sszekapcsolt
adatbazisokkal és felhasznal6i szoftverek segitségével
tavoli kutatéintézetek munkai 6sszefonédhatnak, nem-
zetkdzi egylttm(kddések alakulhatnak ki. A mérési ered-
mények megosztasaval lehetévé valik a parhuzamos
kutatas ugyanazon eredmények alapjan. E-science (E-
tudomany) alatt azokat a nagy mennyiség( adattal dol-
goz6, nagy szamitasigény( és kiterjedt egylttmiikddést
kivané kutatasokat értjik, amelyek csak hatalmas, te-
riletileg is elosztott hal6zatokba kotott eréforrasok se-
gitségével végezhetdk.

A grid sz szamitdgépes értelemben elészér lan Fos-
ter és Carl Kesselman ,The Grid: Blueprint for a new
computing infrastructure” [1] cim({ munkéajaban jelent meg
az 1990-es évek elején. Azéta a szuper-szamitastech-
nika egyik alapfogalmava nétte ki magat, a klaszterek
és az 6nallé szuperszamitégépek mellett. A markans
kulénbség a fizikai kiterjedésben lelhet6: mig egy szu-
perszamitégép manapsag néhany szekrény méretével
ér fel, egy klaszter egy gépteremben elfér, addig egy ki-
sebb grid 6sszefogas is legalabb orszagos méretl. Az
esetek tébbségében a grid lokalis gocait képez6 éllo-
masok (site) a nyilvanos interneten keresztiil kommuni-
kalnak egymassal, bar meg kell jegyezni, hogy egyre
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tobb a dedikalt, illetve akadémiai halézatra csatlakozé
allomas a mai grid implementaciokban.

Osszeallitas szempontjabél egy intézetnek olcsébb
Iétrehozni egy zart klasztert, mint egy grid allomast. Mig
az elébbi esetben csak a szamolast végz6 munkagé-
pekre (workernode) és az (itemezd gépre (scheduler) van
szlikség, az utdbbi néhany extra funkciét is igényel, to-
vabba tavolrél valamilyen szinten mindenképpen elér-
hetének kell lennie. Mig egy zart rendszerben nincs
szlikség tul er6s biztonsagi intézkedésekre, hiszen az
akar a vilaghalérél levalasztva is miikédhet, a grid allo-
masokon toébbnyire sziikség van egy biztonsagi szakér-
tére is. A grid rendszergazda feladatkére is rendkivil
szerteagazo, hiszen a vilagméretl rendszer fejleszté-
seit naprakészen kovetnie kell, hogy az allomas gépe-
in futé grid szolgaltaté programcsomag (grid middlew-
are) mindig a lehetd legfrissebb legyen.

Az alloméasnak nagyobb a létrehozasi és a fenntar-
tasi kéltsége is, mint a hagyomanyos klaszterek eseté-
ben — ez utébbiak kihasznaltsaga viszont korantsem op-
timalis: a felhasznalok kére sokkal szlikebb, és egyes
id6szakokban az eréforrasok nincsenek kihasznalva. A
kompatibilis szolgaltaté programcsomagot futtaté allo-
masok viszont képesek egymas kdzétt is elosztani a
munkat. Ezt az elosztast killén erre a feladatra dedikalt,
ugynevezett eréforras-elosztd (resource broker) gépek
végzik. Es mivel ez a szolgaltatds sem kdzpontositott,
ezért gyakorlatilag barmelyik allomaés kiesését képes el-
viselni a teljes rendszer, Uzemzavar nélkil. Ennek az
igazi értéke azok szamara lehet nyilvanvald, akik mar
jartak ugy, hogy hatarid6 el6tti utols6 napra lett meg
végre minden adat a futtatdshoz és aznap éppen allt a
helyi klaszter.

A globalis mércének még egy nagy elénye van: ha
én pillanatnyilag nem futtatok, de valaki a vilag masik
sarkaban éppen most szeretne sokkal nagyobb mun-
kat kiszamoltatni, mint amit az 6 helyi kapacitasa elbir-
na, nyugodtan hasznalhatja az én Ulresen allé alloma-
somat is. Ez a modell nagy Iéptékben, sok felhasznald
esetén nagyon szép, egyenletes viselkedést mutat. igy
a kihasznaltsagot is figyelembe véve egy grid rendszer
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megfeleléen szervezve gazdasagosabb tud lenni, és
sokkal nagyobb &sszkapacitast tud nydjtani, mint sok
kisméret( klaszter.

Egy grid rendszer legnagyobb részét a szamitasi ka-
pacitast képez6é munkagépek teszik ki. Ezek gyakorla-
tilag egy homogén szoftverkdrnyezetet nyujtanak egy
ingyenes vagy kommercidlis operacios rendszer felett,
amely a grid itemez8 programjanak kliens-oldalat fut-
tatja. A felhasznal6-kezelés mar az operacioés rendszer
keretén belll térténik, nincs kilén azonositasi rendszer,
egyedil a szamitasi vezérl6 (Computing Element, CE)
gép IP-cimét kell ismernilik, hogy onnan fogadjak a fut-
tatasi informacidkat, és oda kiildjék a jelentéseket.

A szamitasi vezérlé a kdzponti (itemez6 az alloma-
son, ez ellenérzi az elkildott feladatok (job) tulajdono-
sanak digitalis személyazonossagat és jogosultsagat
az allomason valo futtatasra, kildi ki a gépekre a fela-
datokat terhelés szerint elosztva, dsszegydijti a futtata-
sok eredményeit és tovabbitja kifelé, a megrendel6héz.

A megrendel§ ilyen értelemben az eréforras elosz-
t6. Ez a tipus mar nem szerves tartozéka egy kisebb al-
lomasnak, elég néhany bel6le tdébb allomasnak. Fela-
data, hogy a felhasznaldi kliensekrdl (User Interface, Ul)
gépekrél bekildétt feladatokat fogadja, a szamitasi ve-
zérl6k altal sugarzott informéacidk alapjan nyomon ko-
vesse, hogy mely allomasok lzemképesek, kivalasztva
ezek kdzll azt, ahova az adott feladatokat kikuldje, a
felhasznalét mindig ellassa friss informaciéval a felada-
tanak allapotardl, illetve ha a feladat terminal, a futas
eredményét, vagy hibas mikédés esetén hibalizenetet
eljuttassa hozza. Ez a harom szolgaltatas-tipus telje-
sen altalanos, de még néhany szolgaltatas sziikséges
ahhoz, hogy a rendszer teljesen (izemképes legyen.

A tovabbiakban hasznalt fogalmak mar az EGEE
grid megval6sitasara vonatkoznak. A BDII szerverek (Ber-
keley Database Information Index) LDAP (Lightweight
Directory Access Protocol) cimtarkezel§ eljaras segitsé-
gével lekérdezhet6 adatbazisok, melyek a kilénb6z6
szamitasi vezérl6krél gylijtenek informéacidkat és ezt az
informaciét bocsatjak az eréforras elosztdk rendelkezé-
sére. Az EGEE rendszerében megjelenik még a MON
(Monitor) géptipus, amelynek feladata a megfigyelés és
adatgydjtés a futtatott feladatok szamarél, processzor-
és mem©riaigényérdl, futasi idejérél stb. Ennek az infor-
macionak késébb az elszamolasnal igen nagy jelent6-
sége lesz, hiszen a virtualis szervezetek kvotai ponto-
san ezekre az adatokra éplinek.

Az adatorientalt grid rendszerek kevésbé valtozatos
struktdrajuak. Egy kézponti diszk-szerverbdl (Storage
Element, SE) és esetlegesen ehhez csatlakoz6 diszk-
tarakbol all az allomas, amelyhez vagy allomasonként,
vagy régiénkeént, esetleg centralisan tartozik néhany ka-
talégus szerver is. Ez lehet fajl-, replika-, vagy teljes logi-
kai katalégus. Feladata minden esetben, hogy nyomon
kdvesse az oriasi mennyiségd, tébb példanyban eltarolt
adatokat és kénny(i hozzaférést biztositson ezekhez.

Ha az adatorientdlt és a szamitasi gridet kombinaljuk,
akkor célszeri allomasonként lizemeltetni egy BDII szol-
galtatot, ami kapcsolatban all az ugynevezett kdzponti

BDII szerverekkel, igy az er6forras elosztdk egységes
forrasbol tajékozddhatnak mind a szamitasi kapacitas,
mind pedig az adattarolé szolgéaltatdsok tekintetében.

2. Az EGEE2 torténete

Az EGEE?2 fennallasa 6ta tébb nagy kisérlet infrastruk-
tlrajat olvasztotta magaba. A legfontosabb ezek koziil
a CERN (Conseil Européen pour la Recherche Nucléaire,
Europa Részecskefizikai Kutatélaboratérium) ami jelen-
leg gigantikus méretl részecskegyorsitojat, az LHC-t
(Large Hadron Collider—Nagy Hadron Utkdztetd) épiti [3].
Ezzel a tudomanyos kutatas egyik nagy problémajat old-
jak meg, ugyanis jelenleg a kisebb kutatéintézetek nem
bévithetdk tovabb, nincs anyagi fedezet egy ekkora tu-
domanyos befektetésre, viszont nemzetkdzi dsszefogas-
ban mindez megvalésithat6. Az LHC lizembe helyezé-
sével Amerikabdl Ujra Eurépaba fog atkertini a részecs-
kefizikai kutatas sulypontja, mivel ez lesz a legnagyobb
Utkdzési energiat elérd részecskegyorsité a vilagon. A
részecskefizika kiemelked6en magas szamitasigénye
miatt a CERN mar évek éta fejleszti sajat grid rendsze-
rét és komoly tapasztalatra tett szert ezen a téren.
2004 aprilisdban — a 2001-t6! futdé EDG (European
Data Grid) projekt sikeres zarasat kdvetéen —a CERN
tamogatasaval alairasra kerliltek az EGEE els6 két évé-
nek fejlesztési célkitlizései és megvaldsitasi tervei. Az
Unié és a CERN kooperacioja igen fontos momentuma
volt a projekt létrejottének. A CERN az EDG zarasa utan
az EGEE keretein belill sajat grid projektje, az LCG
(LHC Computing Grid) fejlesztésével és lizemeltetésé-
vel probalta fedezni a kisérletek jév6beli adattarolasi
és szamitasi igényét, de a k6zo6s cél felismerése utan
az Eurdpai Unio altal finanszirozott masik projekttel, a
gLite-tal kezdett 6sszeolvadni. Ez a folyamat még ma
is tart. Az LCG célja igy kissé mddosult: jelenleg a nagy-
energias-fizika kutatasi teriletén dolgozoknak kivan in-
frastrukturat fenntartani. A CERN igy az EGEE f6 fej-
leszt6je és tdbb kdzponti szolgaltatas lizemeltetdje lett.
Egy masik oka az EGEE megalapitasanak az euré-
pai bioinformatikai kutatasok tamogatasa. A BioMed pro-
jektnek harom f6 kutatasi célja van. Az egyik a szami-
tégépes szimulaciékon alapul6 gyégyszerkutatas. En-
nek sikeres eredményei kdzé sorolhatjuk a malaria és a
madarinfluenza elleni harc j6 néhany friss eredményét.
Masik tervezetlik az orvosi képalkotas és képfeldolgo-
zas, amelyben egy hatalmas orvosi adatbazist terveznek
létrehozni. Részletes, nagy felbontasu képeket, kortdrté-
neteket és egyéb, kezelés és kutatas szamara fontos in-
formaciokat kivannak 6sszegydjteni, rendszerezni és
ezt a projektben résztvevd orvosok szamara — megfe-
lel6 személyiségi jogok biztositasa mellett — hozzafér-
het6vé tenni. Igy az orvosok mar a paciensek vizsgala-
ta kdzben lathatjadk a hasonlé tlnetl betegek teljes
kortorténetét, még a diagnozis felallitasa elétt. A har-
madik beruhazas a bioinformatika modszereivel térténé
gén- és proteinelemzés. Ennek a projektnek a részlete-
sebb taglalasa viszont meghaladja a cikk kereteit.

LXIl. EVFOLYAM 2007/12




Magyarorszag az EGEE egylttm(kddésben

1. tablazat . —
Az EGEE | projekt-iranyitas informacio
résztvevli (NA]) szétosztas
tevékenységi (NA2)
kér szerinti
felosztasban

(SA1)

1. Kommunikicios tevékenységek

felhasznalok | alkalmazasok és nemzetkozi
képzése tamogatasuk egylittmiikodeés
(NA3) (NA4) (NAS)

2. Szolgaltatasi tevékenységek
grid mikodtetése, iranyitasa, er6forras biztositasa

halézati szolgaltatas
(SA2)

szolgaltaté programcsomag
(Middleware) fejlesztése
(JRAI)

3. Fejlesztési tevékenységek

mindségbiztositas
(JRA2)

biztonsag
(JRA3)

halozatfejlesztés
(JRA4)

3. Az EGEE grid szervezodése

Az EGEE elsé Ulésén lefektették a grid izemeltetésé-
nek alapjait. Tébb mint 27 orszag, kdz6ttiik az Egyesult
Allamok, Japan és Oroszorszag, valamint ésszesen 70
kdézrem(ikddd szervezet csatlakozott egy paneurdpai
grid kialakitasédhoz és lzemeltetésének megszervezé-
séhez. 35 millié eurds koltségvetés kerllt szétosztasra.
Ezt nem csak az elindulashoz sziikséges géppark meg-
épitésére szantak, hanem a grid épit6kockait jelentd al-
lomasoknak 6nall6 klaszterként valé miikddéséhez szik-
séges szoftverek kifejlesztésére, az allomasokat dssze-
hangold, a feladatok kiosztasat végz6 szerverek szolgal-
tatasainak megirasara, az allomasokat felligyel6 monitor
programok, valamint a felhasznalék szamara kényelmes
elérést biztositd kdztes szoftverréteg kialakitasara. Egy
nagyon bonyolult rendszerrél van szd, amely csak ko-
moly hierarchikus szervezddésben, ezer és ezer feladat
megvaldsitasaval mikddhet.

Az EGEE résztvevdit tevékenységi kor szerint ha-
rom nagy csoportra oszthatjuk, melyeket az 1. tabldzat-
ban vazolunk fel. Magyarorszagon EGEE grid alloméasok
lzemeltetésével szamitastechnikaban érintett kutatdinté-
zetek, egyetemek foglalkoznak (2. tablazat).

A jelenleg elérhetd eréforrasok szerint a magyar grid
tevékenység legnagyobb infrastruktirajaval rendelkezd
KFKI-RMKI 173 CPU-t és 10 Terabajt tarolékapacitast
szolgaltat, az ELTE 12 CPU mellett 7 Terabajttal jarul
hozza a 200 CPU-nyi és 20 Terabajtnyi teljes magyar
kapacitashoz. A HunGrid VO KFKI RMKI altal (izemel-
tetett honlapja a http.://grid.kfki.hu/hungrid cimen, az
LCG-hez kapcsoldédd magyar Grid-tevékenység honlap-
ja a http://www.lcg.kfki.hu cimen talalhat6 [3].

Ezenkivil az ELTE (izemelteti a HunGrid portalt, mely
a SZTAKI altal kifejlesztett P-GRADE portalon alapul
[3]. A HunGrid tovabbi szamitasi és adat kapacitasat a
BME és a NIIF nyujtja. A SZTAKI és a BME az oktatasi
tevékenységekben, a konferenciaszervezésekben val-
lalnak szerepet. A SZTAKI 2005 6ta évente szervez egy

grid nyari iskolat [3] és 2007-ben megkezdte a GASUC
(Grid Application SUpport Centre) grid alkalmazas tamo-
gatasi szolgaltatasat nem csak a hazai, hanem a kulfoldi
alkalmazasok tamogatasara is [3].

Az allomasokat terlleti szempontbdl is fel kellett osz-
tani a hatalmas f6ldrajzi kiterjedés miatt, amely azonnal
egy természetes hierarchikus iranyitasi struktarat is adott
a rendszernek. igy a projektekhez csatlakozé intézetek
tertletek, régiok szerint is beosztasba keriiinek. Az egyes
régiok onallé mikodésre is képesek. igy biztositott a 24
oras elérhet6ség: ha egy szolgaltatas, vagy szolgaltaté
kiesik, a rendszer masik része automatikusan atveheti a
feladatat. Jelenleg tiz régi6 van: CERN, Kézép-Eurdpa
(Csehorszag, Ausztria, Lengyelorszag, Magyarorszag,
Szlovéakia, Szlovénia), Franciaorszag, Németorszag és
Svéjc, lrorszag és az Egyesiilt Kiralysag, Eszak-Eurépa
(Dénia, Belgium, Esztorszag, Finnorszag, Hollandia, Nor-
végia, Svédorszag), Olaszorszag, Oroszorszag, Délkelet-
Europa (Gordgorszag, Ciprus, Bulgaria, Izrael, Romania)
és Délnyugat-Eurdpa (Portugélia, Spanyolorszag).

Létezik még egy felosztas, az adatterjedés és adat-
aramlasi folyamatok szervezése szempontjabol. Ez a
Tier rendszer. Ennek négy hierarchikusan élesen elki-
16n0l8 szintje van. A kdzpontok felosztasa az eréforra-
sok méretén, a tarolokapacitas mennyiségén alapul. TO
a CERN, az adattarolas kézpontja. A T1 kdzpontok a
CERN-b6I kdzvetlen, dedikalt kapcsolaton keresztil kap-
jak az adatokat. A T2 kézpontok a hozzajuk regionali-
san legkdzelebb es6 T1-es kézpontokbol jutnak az ada-
tokhoz. A tébbi allomas a T3-as besorolasba esik, és
nem tartozik egyetlen T1-hez sem. A KFKI RMKI jelen-
leg csatlakozik a CMS kisérlet (Compact Muon Solenoid,
az LHC egyik f6 kisérlete) T2-es kiszolgaloi taboraba.

Az EGEE feladata egy egységes grid kérnyezet ki-
alakitasa. Az (izemeltetéshez kapcsol6do szoftverek
fejlesztését nagy részben a CERN végzi, bar jelentds a
mas grid-fejleszt6k altal létrehozott rendszerek EGEE-
be importalasa is. llyen példaul a Globus Alliance altal
létrehozott Globus Toolkit, amely az alapvetd grid funk-

KFKI RMKI (KFKI Részecske- €s Magfizikai Kutatointézet) | SA1 2. téblézat

NITFI (Nemzeti Informacios Infrastruktura Fejlesztési Intézet) | SA1 EGEE grid

BME (Budapesti Miiszaki és Gazdasagtudomanyi Egyetem) | NA2, NA3 allomas-uzemeltetSk
ELTE (Eotvos Lorand Tudomanyegyetem) | NA2, NA3 Magyarorszagon
MTA SZTAKI (Szamitastechnikai és Automatizalasi Kutato Intézet)| NA1. NA2. NA3. NA4. SA1
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cidkat szolgaltatja, vagy az EGEE-n belil legelterjed-
tebb PBS/Torque litemezd, amit a Cluster Resources Inc.
fejleszt.

4. Az EGEE grid felhasznaloi

Az EGEE célkitlizési kdz6tt szerepel a grid rendszerek
felhasznaldi taboranak bévitése. Amit ajanl, az egy ma-
gas szintd, biztonsagos és dinamikusan fejl6dé szolgal-
tatas. Az EGEE feladata a sajat grid rendszerének nép-
szerlisitése és hosszu tavon terv az infrastruktura ipari
alkalmazasanak megvaldsitasa is.

A felhasznaldknak két feladata van: a regisztracio-
hoz elengedhetetlenil szikséges egy X.509 tipusu
felhasznaldi tanusitvany. Ez a személyi igazolvany sze-
repét tolti be grid hasznalata soran. A grid rendszert kii-
I6nb6z8 felhasznaldi csoportok hasznalhatjak, ezeket
VO-nak (Virtual Organization, virtualis szervezetek) ne-
vezzik. A VO-k egyenként kdthetnek megallapodast a
allomasokkal, a felhasznalni kivant eréforrasok tekinte-
tében. llyen értelemben az allomasok a szolgaltatok, a
VO-k pedig megrendelik a szolgéaltatast és a VO felhasz-
naléi hasznaljak a csoportjuk altal megrendelt eréforrast,
a szervezeten belll meghatarozott jogok és jogosultsa-
gok szerint. llyen felhasznal6i csoportot képez példaul
az orvosok és biolégusok projektje, a BioMed. A csopor-
tok érdekeltséglk szerint kiilénb6z6 mértékben kérnek
és kapnak részesedést az eréforrasokbdl. Példaul az
EGEE keretein belll az LHC CMS kisérletéhez kapcso-
16d6 feladatok prioritasa az RMKI alloméson nagyobb,
mint egy biogrid alkalmazasé.

Sok szervezet — igy példaul a négy nagy CERN ki-
sérlet is — sajat keretrendszert fejlesztett ki felhasznaldi
szamara. A magyarorszagi MTA SZTAKI egyik projektje
viszont egy univerzalis felhasznaléi felllet kialakitasa.
Ez a P-Grade portal, mellyel nem csak az EGEE-hez, de
j6 néhany mas grid rendszerhez is lehet6sége van a fel-
hasznalonak csatlakozni [2]. Ez is jol mutatja, hogy alap-
vetéen a kulénb6zd grid rendszerek nem allnak olyan
messze egymastdl és mar létezik egy nemzetkdzi 6ssze-
fogas egy globalis grid szabvany kialakitasara.

Az EGEE2 2006-2008 ko6zott fut, jelenleg féleg eb-
bél tamogatjak a hazai EGEE-hez k6t6d6 grid kutataso-
kat. Az EGEE1-hez képest a felhasznalok szama jelen-
tésen nétt, pillanatnyilag 32 orszag 90 intézete vesz részt
az infrastruktara kialakitasédban és mikddtetésében. A
felhasznalhat6 eréforras is jelent6sen gyarapodott: az
EGEEZ2-ben jelenleg tébb, mint 40000 CPU és mintegy
12 Petabajt tarterllet all a felhasznaldk rendelkezésére.

A feladatok koordindlasa, a kilénb6z8 nemzetek és
lizemeltet6 csoportok kdzdtti kapcsolattartas levelezési
listakon, video- és tavkonferenciakon, gyakrabban-ritkab-
ban megtartott k6z6s lléseken térténik. A legnagyobb
ilyen esemény az éves EGEE konferencia, ahol az lize-
meltet6k és a felhasznaldk egyarant el6adjak tapaszta-
lataikat, a fejleszt6k bemutatjak éves munkajukat, illetve
a gridet alkot6 alloméasok képviselik magukat. Ennek
idén Budapest adott otthont, a BME szervezésében.

5. Magyarorszag az EGEE2-ben

Magyarorszag 1992 6ta tagja a CERN-nek, illetve 2004
ota az Eurdpai Unidnak is, igy sikeres palyazatokkal ve-
szlink részt az EGEE infrastruktura létrehozasaban és
lzemeltetésében. Jelenleg tébb, kilénb6z8 aktivitasok-
ban részt vallal6 intézetiink és néhany kézepes és ki-
sebb allomasunk részesll tamogatasban az EGEE pro-
jektbdl. Ez azt jelenti, hogy Magyarorszag jelentés meny-
nyiségl szamitasi és tarolasi kapacitassal, valamint fej-
lesztési és oktatasi tevékenységgel jarul hozza a vilag
jelenleg legtobb felhasznaldval rendelkez6 grid rendsze-
réhez.

Az EGEE projekt folytatasaként jelenleg folydo EGEE2
és a meghirdetett EGEE3-ban is szerephez jutnak a ma-
gyar résztvevék. igy a magyar grid infrastruktdra tovab-
bi Uzemeltetésére, fejlesztésére, a grid fejlesztésekben
vald részvételre készlliink. Az EGEE projektben valé
szerepvallalas pedig a magyar kutaték szamara is biz-
tositja az er6forrasok nemzetkdzi halézatahoz val6 hoz-
zaférést.

A hazai projektek kozil a HunGrid virtualis szervezet
a magyar kutatéi szféra érdekeinek képviseletére jott
Iétre. Mivel nem csak EGEE tamogatasokbol, hanem
egyéb palyazati forrasokbdl is szarmaznak a magyar al-
lomasok bevételei és az EGEE célja altalanos értelem-
ben a kutatas tdmogatasa, meg akartuk teremteni a ma-
gyarorszagi allomasok felhasznalhatésagat a hazai ku-
tatdsok szamara is. Ennek keretein belll minden ma-
gyar akadémiai szféraban tevékenykedd kutatd, akinek
munkajahoz nagy szamitasi vagy tarolékapacitasra van
szliksége, jogosult az (izemeltetd allomasokon hozza-
férést és eréforrasokat kérni az EGEE altal is tAmoga-
tott rendszerbdl.
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