
1. Bevezetés

A TCP protokollt a 80-as években fejlesztették ki azzal
a céllal, hogy megbízható adatátvitelt nyújtson úgy,
hogy hatékonyan és fair módon használja ki a kommu-
nikáló felek közt levô szabad sávszélességet. A meg-
bízható adatávitelt nyugták használatával valósították
meg, a hatékony és fair sávszélesség kihasználást pe-
dig az egyre újabb folyamszabályozási algoritmusokkal
igyekeztek elérni. Ezek az algoritmusok jól teljesítenek
vezetékes hálózatokban, azonban fejlesztésükkor nem
vették figyelembe a vezetéknélküli csatornák sajátos-
ságait. Így a Tahoe, Reno, NewReno, vagy Westwood
[5] TCP verziók ugyan kielégítô megoldást jelentenek
vezetékes környezetben, a rádiós hálózatokban telje-
sítményük jelentôsen kisebb az elvártnál a rádiós csa-
tornákon tapasztalható magas bithiba-arány miatt.

A probléma bemutatásához tételezzünk fel egy TCP
folyamot, amely 2 peert egy rádiós linket is tartalmazó
hálózat felett köt össze. A rádiós bithibák miatt elve-
szett csomagokra a folyamszabályozó algoritmus a kül-
dési ablak méretének csökkentésével, azaz a küldési
sebesség mérséklésével reagál, annak ellenére, hogy
adott esetben nincs torlódás a hálózatban. Ennek kö-
vetkeztében a hálózat kihasználtsága messze elma-
radhat az optimálistól.

Több javaslat is született a TCP hatékonyságának
növelésére. A javaslatok egyik fôbb csoportja az IP
alatti adatkapcsolati rétegben alkalmazott ARQ mód-
szerre épül (például 802.11, UMTS nyugtázott mód). Az
újraküldés hathatós és skálázható megoldást jelenthet,
azonban ahhoz, hogy a késleltetés és a buffer méret
ne legyen túl nagy, korlátozzák az újraküldések maxi-
mális számát. Így elképzelhetô, hogy az ARQ alkalma-
zásával sem szûnik meg a csomagvesztés. A visszama-
radó csomagvesztés mértéke [1] alapján akár 6% is le-
het egy ipari környezetben alkalmazott WLAN kapcso-
lat esetén. Ez is azt igazolja, hogy szükség van olyan
kiegészítô mechanizmusokra, melyek képesek fokozni
a TCP protokoll teljesítményét, akár ARQ alkalmazása

mellett is, kritikus állapotú rádiós csatornák felett. Ter-
mészetesen az ARQ, illetve a FEC rádiós csatorna fe-
letti alkalmazása nélkül (például UMTS transzparens
mód) a TCP folyam még kevésbé védett a rádiós bithi-
ba okozta csomagvesztésekkel szemben, így ekkor az
új eljárások alkalmazása még indokoltabbá válik.

A javaslatok egy másik nagy csoportja közvetlenül a
transzport rétegben történô módosításokra épül. Ezen
módosítások célja, hogy a TCP képes legyen a cso-
magvesztés okai, a torlódás és a rádiós bithiba (a to-
vábbiakban csak bithiba) között különbséget tenni. Az
I-TCP [2] két részre bontja a TCP folyamokat egy fix és
egy mobil peer között úgy, hogy a vezetéknélküli ré-
szen egy optimalizált protokollt használ az adatátvitel-
re. A felbontás elfedi a bithiba okozta csomagvesztése-
ket a TCP protokoll elôl, így növelve a teljesítményt. A
Berkley SNOOP protokoll [3] a TCP csomagok bázis ál-
lomásnál (BS) történô eltárolásával és a visszaérkezô
nyugták függvényében történô újraküldésükkel próbál-
ja fokozni a TCP teljesítményét. A módszer bonyolultsá-
ga és rossz skálázhatósága miatt nem hathatós meg-
oldás, hasonlóan az I-TCP protokollhoz. Bakshi és tár-
sai [4] megvizsgálták az MTU méretének hatását a TCP
teljesítményére, és javaslatot tettek egy módszerre,
mely alapja, hogy a TCP fogadó ICMP csomagok fel-
használásával tájékoztatja a TCP forrást a rádiós csa-
torna állapotáról, és a forrás ezekhez a jelzésekhez iga-
zítja a mûködését.

Balan és társainak [8] javaslata szerint, a TCP fejléc
option mezejébe egy, csak a TCP fejlécét védô ellenôr-
zô összeget kell illeszteni. Ennek felhasználásával elle-
nôrizni lehet a fejléc épségét, és ha a payload megsé-
rül, de a fejléc ép marad, akkor azonosítani és értesí-
teni lehet a TCP küldôt, hogy az átviteli ablak méretét
ne csökkentse.

Az Explicit Vesztés Jelzés (ELN) [6] alkalmazása le-
hetôvé teszi, hogy a TCP fogadó közvetlen módon ér-
tesítse a küldôt a csomagvesztések okáról. A BS a
TCP csomagok helyett csupán a sorszámokat tárolja
el, majd ezek alapján, az elveszettnek vélt csomagok-
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hoz tartozó nyugtákban (ACK) az ELN bitet átállítja. A
módszer hátránya, hogy a BS-nél tárolni és kezelni kell
a folyamokhoz tartozó sorszám listákat, ami IPSec al-
kalmazása esetén nem lehetséges. További hátrány,
hogy a nyugták elvesztése nincs figyelembe véve, és a
módszer nem biztosít hatékony átvitelt a jelzés informá-
ciók számára.

Korábbi munkánk során [7] átértelmeztük az ELN
módszert, pusztán az alapelv – a TCP forrás explicit ér-
tesítése a rádiós csomagvesztésekrôl – megtartásával.
Javaslatunk a TCP-Reno folyamszabályozási algorit-
musára épült, vezetékes hálózatok felett mûködése
megegyezett a TCP-Reno mûlödésével. Vezetéknélkü-
li hálózatokban amennyiben a TCP fogadó képes volt
értesíteni a forrást a rádiós linken elveszett csomagok
számáról, jelentôs teljesítmény növekedést lehetett
elérni alkalmazásával. 

Munkánkban vázlatos leírást adunk a vesztési infor-
máció megszerzésének mikéntjérôl, amely a protokoll
mûködésének egyik meghatározó eleme. Részletesen
leírjuk a vesztési információ megszerzésének módját,
illetve egy olyan folyamszabályozási algoritmust is is-
mertetünk, mely az elôzôleg javasolt protokollnál haté-
konyabban használja fel a rendelkezésre álló informá-
ciókat.

2. A TCP-ELN protokoll mûködése

A protokoll mûködéséhez elengedhetetlen, hogy a
TCP fogadó és küldô képes legyen a vesztési informá-
ciókat feldolgozni. Ehhez mind a kliens, mind a szerver
oldalon módosításokat kell végrehajtani a transzport
rétegben. 

2.1. Fogadó oldali módosítások
A TCP fogadónak felkészültnek kell lennie, hogy a

sértetlen TCP csomagokon kívül, vesztési információ-
kat (VI) is kaphat az alsóbb rétegektôl. Sértetlen TCP
csomag érkezése esetén, a fogadó a hagyományos
TCP fogadó mintájára viselkedik és generál egy nyug-
tát. Amennyiben VI érkezik, a fogadó eltárolja, majd a
következô nyugtára ráültetve (piggybacking) elküldi a
TCP forrásnak. Mivel több csomagvesztés is történhet
a rádiós linken, mielôtt egy új nyugta generálódna,
ezért a VI-ket el kell tárolni, hogy ne vesszenek el.

A protokoll nem használ negatív nyugtákat, így a
késleltetett nyugta generálás – bár sok szempontból
elônyös lehet –, mégsem ajánlott, mivel túlzottan le-
csökkentené a jelzési csatorna sebességét.

Ha egy nyugta elveszik a hálózatban, akkor a ráül-
tetett jelzés sem érkezik meg a TCP forráshoz, ezáltal
csökkenhet a folyamszabályozó algoritmus hatékony-
sága. Ennek elkerülése érdekében a TCP fogadónak
redundáns módon kell a jelzéseket továbbítania. Defi-
niálni kell, hogy egy nyugtában legfeljebb hány VI-t le-
het eltárolni és egy VI hányszor kerül elküldésre. A mi
implementációnkban egy nyugta 6 VI eltárolására ké-
pes, és minden VI háromszor kerül továbbításra.

A TCP kommunikáció során idôzítôk járhatnak le a
TCP forrásnál. Ekkor a forrás a hálózatban levô nyug-
táktól függetlenül újrakezdi a csomagok küldését az
utolsó nyugtázott csomagtól. A TCP fogadó által eltá-
rolt VI-ket ilyenkor törölni kell, hiszen az általuk hivatko-
zott vesztések az idôzítô lejárta elôtt történtek, így ér-
tesítést küldeni róluk fölösleges, sôt inkonzisztens pro-
tokoll viselkedést eredményezhet. Ennek elkerülésére
a TCP forrás jelzéseket küld a timeout eseményekrôl a
fogadónak. Az idôzítôkkel a következô szakasz foglal-
kozik részletesebben.

2.2. Küldô oldali módosítások
A TCP-ELN mûködését meghatározó folyamszabá-

lyozási algoritmus a TCP-NewReno-ra épül. Amennyi-
ben nem érkezik visszajelzés rádiós csomagvesztésrôl,
a TCP küldô a TCP-NewReno-val megegyezô módon
viselkedik. Vesztés jelzések (VJ) érkezésének hatására
a TCP forrás a bithiba miatt elveszett csomagokat újra-
küldi és eltárolja a VJ-ket. A csomagvesztések követ-
kezményeként érkezô harmadik duplikált nyugtáig a
forrás a Slow Start vagy a Congestion Avoidance algo-
ritmus szerint mûködik. A harmadik duplikált nyugtát a
forrás a csomagvesztés jelének tekinti. Ilyenkor meg-
vizsgálja a vesztés okát, ami torlódás vagy bithiba le-
het, és ennek megfelelôen dönt a vesztés feloldás
módjáról. Ha az eltárolt VJ-k közt nem szerepel hivatko-
zás az elveszett csomagra, akkor a forrás torlódást fel-
tételez, és ennek megfelelôen – a NewReno mintájára
– meghívja a Fast Retransmit és Fast Recovery algorit-
musokat. Ellenkezô esetben, azaz ha egy eltárolt VJ
hivatkozik az elveszett csomagra, akkor a TCP küldô
egy új állapotba lép (Wireless Recovery) a bithibából
eredô csomagvesztés feloldására.

Wireless Recovery állapotban a TCP-ELN forrás a
feloldó nyugtára (recovery ACK) vár, ami nyugtázza az
összes rádiós csatornán elveszett csomagot. A feloldó
nyugta hatására a folyamszabályozó algoritmus törli a
VJ-k listáját, és a harmadik duplikált nyugta érkezése
elôtti állapottól folytatja a mûködését. Az állapottól füg-
gôen a küldési ablak mérete vagy a Congestion Reco-
very, vagy a Slow Start szerint változik tovább. 

A feloldási nyugtára várva további duplikált nyugták
is érkezhetnek, melyek hatására a folyamszabályozási
algoritmus tovább növeli a küldési ablakát egy szeg-
menssel (a maximális méretig), azaz minden nyugta be-
érkezésekor egy új szegmenst küld ki, így fenntartva a
küldési sebességet. Amennyiben részleges nyugtát
(partial ACK) kap a forrás, két lehetôség áll elô attól
függôen, hogy a nyugtázott TCP csomagot követô szeg-
mensre van-e hivatkozás az eltárolt VJ-k közt. Ha van,
akkor a forrás lecsökkenti az adási ablak méretét az
újonnan nyugtázott szegmensek összméretével, és to-
vább vár a feloldó nyugtára. Ha nincs hivatkozás, a
NewReno torlódás feloldó algoritmusaival folytatódik a
folyamat.

A nyugtákra ültetve új VJ-k is érkezhetnek. Ezeket
a jelzéseket a TCP küldô eltárolja, és az általuk hivat-
kozott csomagokat újraküldi.
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Az algoritmus biztosítja, hogy rádiós csomagveszté-
sek esetén a feloldás ideje alatt ne csökkenjen le a kül-
dési sebesség, illetve ha torlódás lépne fel a feloldás
alatt, akkor a NewReno algoritmus által biztosított torló-
dás kezelô algoritmusok lépjenek életbe. A TCP-ELN
mûködése az 1. ábrán látható. 

Ha a TCP küldônél lejár egy idôzítô, akkor a para-
méterek újra inicializálódnak a TCP-NewReno mintájá-
ra, törlôdik a VJ-k listája és az eseményrôl jelzés indul
a TCP fogadó felé a TCP szegmensekre ültetve. Mivel a
szegmensek elveszhetnek, ezért a forrásnak redundán-
san kell elküldenie a jelzéseket. Egy lehetséges – álta-
lunk is implementált – megoldás, ha a forrás a folyam
keletkezése óta fellépett timeout események számát
minden egyes szegmens fejlécébe beilleszti. Ekkor –
függetlenül a csomagvesztésektôl –, az elsô TCP foga-
dóhoz megérkezô szegmensbôl kiolvasható, ha lejárt
egy idôzítô a küldônél.

3. Vesztési információk kinyerése

Az ELN módszer mûködéséhez elengedhetetlen, hogy
a rádiós csatornán megsérült csomagokból vesztési
információt lehessen kinyerni. Egy VI-t három adat ha-
tároz meg, ami elég egy TCP folyam, illetve szegmens
azonosításához. A három adat: a forrás IP címe, a TCP
célportja és a szegmens sorszáma.

Az információ megszerzésének több módja is van,
de ezek a lehetôségek erôsen függenek a hálózat to-
pológiájától, illetve konfigurációjától. A módszerek be-
mutatására használt topológia egy elterjedt, és a gya-
korlati életben is jelentôs elrendezés, melyben egy ve-
zetéknélküli link köti össze a hálózat hozzáférési pont-
ját és a klienst. 

A topológia a 2. ábrán látható.

A következôkben két módszert ismertetünk ezen
adatok kinyerésére olyan csomagokból, melyek meg-
sérültek a rádiós csatornán.

3.1. Módosítás az adatkacsolati rétegben
Az elsô módszer arra az észrevételre épül, hogy a

rádiós linken bekövetkezô hibák hatására nem elveszik
egy MAC keret, hanem bitek átállítódásával megérke-
zik a fogadó félhez. Ebbôl a sérült keretbôl a TCP/IP
fejlécet kiemelve azonosítható a szegmens és a fo-
lyam, amihez a szegmens tartozott. A fejléc felhaszná-
lásához ellenôrizni kell a fejléc épségét, de ezt a TCP
protokoll – az IP-vel ellentétben – alapértelmezett eset-
ben nem támogatja. Így szükséges egy új, dedikált vé-
delem, ami csak a TCP fejlécet védi [8]. Egy alkalmas
védelmi eljárás lehet az ellenôrzô összeg használata,
amit a TCP fejléc „option” mezôjébe lehet elhelyezni.

Ha a kliens MAC rétege egy sérült keretet kap a rádi-
ós csatornán, ahelyett hogy eldobná, kinyeri és továb-
bítja a felsôbb rétegnek szánt adatokat (payload). A to-
vábbi rétegek hasonló módon ellenôrzik a fejléc épségét,
és továbbítják az adatokat. Ha minden alsóbb réteghez
tartozó fejléc sértetlen, akkor a csomag eléri a TCP réte-
get, ahol a VI-k kinyerése megtörténik. A módszer haté-
konyságát az biztosítja, hogy a payload mérete sokkal
nagyobb, mint a fejléceké, így a bithibák nagyobb való-
színûséggel esnek az adat-részbe, mint a fejlécekbe.
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2. ábra  Tipikus rádiós hálózatelérési topológia



A MAC módosítás módszerének legnagyobb elônye
az, hogy csak a TCP folyam két végpontjánál kell átala-
kításokat végezni, a hálózat belsô elemei érintetlenek
maradhatnak. Ennek következményeként viszont csak a
letöltési irányba lehet az átvitel hatékonyságát növelni,
hisz csak a kliens képes monitorozni a rádiós csatornát.

Ha a MAC réteg átalakítása, vagy a sérült MAC cso-
magokból az adatok kinyerése nem lehetséges, akkor
a következôkben ismertetett módszer alkalmazható.

3.2. Módosítás az IP rétegben
A módszer arra a tényre épül, hogy a kis méretû

csomagok elvesztése kisebb valószínûséggel követke-
zik be, mint a nagy méretû csomagok elvesztése. Így
ha egy TCP szegmens egy IP csomagba ágyazva éri el
a vezetéknélküli routert, akkor az IP csomag két részre
bontásával – ahol a kisebb rész a TCP fejlécet, a na-
gyobb rész a payloadot tartalmazza – a VI-k nagy va-
lószínûséggel épen érik el a klienst.

A módszer alkalmazásának feltétele, hogy a TCP
szegmens egy IP csomagba ágyazva haladjon végig a
hálózaton egészen a vezetéknélküli routerig. Ekkor ha
a kliens IP rétegéhez nem érkezik meg egy a wireless
routernél feldarabolt IP csomag valamelyik része, akkor
az a rádiós linken történt hiba nyilvánvaló jele. Az IP ré-
teg megvizsgálja a megkapott csomag részleteket, és
ha köztük van az elsô – a TCP fejlécet tartalmazó –
részlet, akkor a beágyazott TCP fejlécet megfelelô jel-
zésekkel továbbítja a TCP rétegnek, ahol a fejléc birto-
kában a TCP réteg kiolvashatja a vesztési információt.
A módszer nem teszi lehetôvé, hogy torlódás miatt elve-
szett csomagokból VI-t lehessen kinyerni, hiszen torló-
dás esetén egy egész IP csomag, illetve TCP szeg-
mens elveszik. Az eljárás mûködése a 3. ábrán látható.

Ha a folyam mentén valamelyik router darabolást
végez az IP rétegben, akkor a módszer nem alkalmaz-
ható, mivel egy IP részlet elvesztése esetén nem lehet
a vesztés okát a kliensnél meghatározni.

Az IP darabolás módszerének hátránya, hogy nem
csak a folyam két végpontját, de a vezetéknélküli rou-
tert is módosítani kell. Mindazonáltal a vázolt eljárás
egyrészt sokkal hatékonyabb, illetve skálázhatóbb más,
a router átalakítását igénylô módszernél (például Sno-
op). Másrészt az átalakítások függetlenek az alkalma-
zott MAC rétegtôl és az IP réteg szolgáltatásainak
megfelelôen történnek (darabolás).

4. Szimulációs környezet

A TCP-ELN protokoll teljesítményét szimulációk futtatá-
sával teszteltük.

A szimulációkhoz felhasznált topológia 8 hálózati
berendezést tartalmaz: 3 szervert, 3 mobil klienst, egy
vezetékes és egy vezetéknélküli routert, ahogy az a 4.
ábrán is látható. 

A szerverek és a router között 2 Mbit/s-os, 10 ms
késleltetésû linkek vannak. A két routert egy 1 Mbit/s-
os, 60 ms késleltetésû link köti össze. A vezeték nélkü-
li router minden mobil állomásnak 2 Mbit/s sávszélessé-
get szolgáltat. Minden kapcsolat full duplex. A wireless
routerben nem használtunk semmilyen specifikus MAC
réteget, hiszen a bemutatott módszerek általános ér-
vényûek, így sokkal kevésbé függnek a MAC rétegtôl,
mint a topológiától.

Két különbözô forgalom került felhasználásra:
FTP és web forgalom. Míg az FTP forgalom a
protokoll állandósult állapotbeli viselkedésé-
nek, a web forgalom a protokoll dinamikus vi-
selkedésének tanulmányozására megfelelô. A
futtatások során minden kliens-szerver pár kö-
zött egy végtelen FTP letöltést indítottunk a 3
szerveren ugyanazzal a TCP típussal (ELN,
NewReno). A két protokoll nyújtotta átviteli
sebességet (throughput) hasonlítottuk
össze.

Web forgalom esetén minden kliens az
egyik szerverhez kapcsolódó, böngészô fel-
használót szimulált. A web forgalom paraméte-
rei a SURGE [9] modellbôl származtak, mely
valós mérésekre épül és széleskörben alkal-
mazott realisztikus terhelések generálására. A
futtatások során az oldalak letöltésének se-
bességét (oldal méret/letöltési idô) mértük az
egyes TCP verziók felhasználása mellett.
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A rádiós linken történô TCP szintû csomagveszté-
sek szimulálására két modellt használtunk: uniform és
egy markovi modellt. Az uniform modellnél az egyenle-
tes eloszlás várható értékét 0 és 0,2 között, a Markov-
modellnél a paramétereket a [10] tanulmány szerint
változtattuk. A Markov-modell elônye, hogy alkalmas a
különbözô sebességû felhasználók által tapasztalt kü-
lönbözô csomagvesztési valószínûséggel rendelkezô
rádiós linkek szimulálására (1. táblázat).

1. táblázat A Markov-hibamodell paraméterei

Mivel a TCP-ELN folyamszabályozó algoritmusa erô-
sen függ a TCP szegmensek meghibásodásának mód-
jától (a fejléc is megsérül-e, vagy sem), ezért a futtatá-
sok során a sikeres VI kinyerésének valószínûségét
95%-ra állítottuk, figyelembe véve a fejlécek és a pay-
load méretének gyakorlatban tapasztalható arányát. A
beállítás következménye, hogy a sérült TCP szegmen-
sek 5%-ból nem lehet vesztési információt kinyerni.

5. Eredmények

Az 5. ábrán látható eredmények alapján megállapítha-
tó, hogy FTP forgalom mellett a TCP-ELN protokoll tel-
jesítménye jelentôsen nagyobb a NewReno-énál. A
csomagsérülés valószínûségével nô a javulás mértéke,
ami a vizsgált tartomány határánál akár a 400%-ot is
elérheti. A rádiós csatorna ideális állapota esetén – nem
sérülnek meg csomagok – a TCP-ELN protokoll nyújtot-
ta átviteli sebesség kis mértékben (0,5%) alacsonyabb
a NewReno sebességénél. Ennek oka a TCP-ELN által
használt fejléc, aminek a mérete nagyobb a NewReno
által használt fejlécnél, hogy képes legyen a vesztés jel-
zések eltárolására. A megnövekedett csomagméret mi-
att, a csomagok átviteli ideje megnô, de ez nem jelent
problémát, hisz más elterjedt és használt TCP verziók-
nál is fellép ez a jelenség (TCP-SACK).

Az ábrán jól megfigyelhetô, hogy a TCP-ELN telje-
sítménye sokkal finomabban törik le a hibavalószínû-
ség növelésével, mint a NewReno teljesítménye. Míg a
TCP-ELN által nyújtott sebesség 14%-os hibavalószí-
nûségnél esik le 90%-ra, addig a NewReno-t használ-
va ugyanez a sebességcsökkenés már 4%-os hibava-
lószínûség mellett bekövetkezik. A Markov-hibamodell
mellett a javulás mértéke elérheti a 185%-ot a nagy hi-
bavalószínûségû esetekben (10%-os hiba valószínû-
ség, 3-as, 6-os, 9-es modell) a börsztösség függvényé-
ben. A kis hibavalószínûségû esetekben (1-es, 4-es, 5-

ös, 7-es, 8-as modell) egy kisebb sebességcsökkenés
tapasztalható az elôbb részletezett ok miatt. A 2-es mo-
dell esetén a javulás 2%-os.

Az uniform és a Markov-modell melletti relatív javulás
értékeit összehasonlítva fontos összefüggés állapítható
meg. A Markov-modell sebesség paraméterének megnö-
velése lecsökkenti a hibabörsztök hosszát. Így ezekben
az esetekben, ahogy a csomagvesztések közt csökken
a korreláció, a Markov-modell szolgáltatta eredmények
az uniform modell eredményeihez konvergálnak.

Ahogy a 6. ábrán látható, web forgalom esetén az
eredmények kevésbé kiugróak, de még így is jelentô-
sek. Uniform hibamodell esetén a TCP-ELN teljesítmé-
nye közel azonos a NewReno-éval 2%-os hibavalószí-
nûségig, majd a javulás mértéke 33%-ig fut fel na-
gyobb hibavalószínûségekre. Ha nincs csomag sérülés
a rádiós csatornán, a TCP-ELN teljesítménye 1%-ot
esik a fejléc mérete miatt. Markov-modell esetén a javu-
lás mértéke 4% és 16% közé esik a nagy hibavalószí-
nûségû modellekre, a kis hibavalószínûségû modellek-
nél a relatív javulás kevesebb.

Összehasonlítva a web és az FTP forgalom által
szolgáltatott eredményeket, megfigyelhetô, hogy FTP
forgalom esetén a TCP-ELN relatív teljesítménye jóval
nagyobb. Ennek oka az, hogy a felhasznált HTTP-sze-
rû web forgalom esetén a TCP folyamok többségének
mérete kicsi, csak pár csomag. A kis folyamok pedig
nem teszik lehetôvé, hogy a küldési ablak mérete
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nagyra nyíljon, így az ELN folyamszabályozási algorit-
musa nem képes olyan mértékben megnövelni az átvi-
teli sebességet az ablak felezések elkerülésével, mint
nagy folyamok, illetve küldési ablakok esetén.

Elmondható, hogy p2p forgalom esetén a TCP-ELN
teljesítmény növekedése az FTP és web forgalom nyúj-
totta eredmények közé várható, az FTP esetét felsô, a
web esetét alsó korlátnak tekintve.

6. Összefoglalás

Cikkünkben bemutattunk egy új módszert, a TCP kap-
csolatok rádiós csatornák feletti teljesítményének nö-
velésére. Módszerünket az explicit vesztés jelzés (ELN)
technikájára alapoztuk, azzal a céllal, hogy képessé
tegyük a TCP forrást a csomagvesztések okainak: a
torlódásnak és a rádiós bithibáknak a megkülönbözte-
tésére. Ezáltal a TCP folyamszabályozó algoritmusa
képes elkerülni a rádiós csomagvesztésekbôl eredô fö-
lösleges ablakcsökkentést, aminek következtében a
teljesítménye jelentôsen jobb lesz összehasonlítva az
elterjedt TCP verziókkal.

Két módszert is kidolgoztunk a vesztési információk
megszerzésére, ami elengedhetetlen az ELN mûködé-
séhez. Az elsô módszer a mobil kliens adatkapcsolati
rétegének módosítását igényli, a második eljárás egy
speciális IP darabolási technikára épül.

Szintén bemutatásra került egy új, általunk fejlesz-
tett TCP variáns, a TCP-ELN, mely integrálja a vesztési
információk megszerzésének módszerét a TCP-New-

Reno folyamszabályozási algoritmusával. A küldô és fo-
gadó oldali módosítások részletes tárgyalásra kerültek.

A protokollt különbözô forgalmak (FTP, web) és rádi-
ós hibamodellek (unifom, Markov) mellett is teszteltük.
Szimulációs eredményeink azt mutatták, hogy a TCP-
ELN alkalmazása igen hatékony a hálózati környeze-
tek széles spektrumán. Magas csomagvesztési valószí-
nûségû rádiós csatornán, FTP forgalom mellett a rela-
tív javulás mértéke akár a 400%-ot is elérheti, web for-
galom mellett a javulás 30%-ot ért el.
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