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Facial animation has progressed significantly over the past few years and a variety of algorithms and techniques now make
it possible to create highly realistic characters. Based on the author’s speechreading study and the development of 3D mo-
delling, a Hungarian talking head has been created. Our general approach is to use both static and dynamic observations of
natural speech to guide facial modelling. The evaluation of Hungarian consonants and vowels is presented for classifying vi-
semes - the smallest perceptible visual units of the articulation process. A three level dominance model has been introduced
that takes coarticulation into account. Each articulatory feature has been grouped to dominant, flexible or uncertain classes.
The analysis of the standard deviation and the trajectory of the features served the evaluation process. Acoustic speech and
articulation are linked with each other by a synchronising process. A filtering and smoothing algorithm has been developed

for the adaptation either to the tempo of the synthesized or natural speech.

1. Introduction

The intelligibility of speech can be improved by showing
the articulation of the speaker. This visual support is es-
sential in noisy environment and for hearing impaired
people. An artificial talking head can be a natural sup-
plement to the sophisticated acoustic speech synthesis.
The pioneer work of face animation for modelling the ar-
ticulation started about two decades ago. The develop-
ment of 3D body modelling, the evolution of computers
and the advances at the analysis of human utterance
enabled the development of realistic models.

Since the last decade the area has been develo-
ping dynamically and more and more applications have
appeared. The audio-visual speech recognition and
synthesis can open up a new prospect in the human-
machine interface.

Virtual speakers and actors can improve the free-
dom of artists in multimedia applications. Teaching he-

Figure 1.
Photorealistic and transparent visualization

aring impaired people to speak can be aided by an ac-
curately articulating virtual speaker, which can make its
face transparent and show the details of show the ut-
terance better than a human speaker.

2. Speech animation

The first visual speech synthesizers were based on a
2D head model, recalling beforehand stored images of
a speaker. Phases between keyframes sometimes we-
re produced by image morphing. A 2D model can hard-
ly provide head movements, gestures and emotions.
The progress at solid modelling directed the resear-
chers’ interest to the three-dimensional modelling. Eit-
her type of 3D models simulates facial expressions by
tensing muscles. They produce realistic results, but the
analysis of real muscular tensions is difficult. Surface

Figure 2.
Elements of a 2D head model [1]
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models seem to be promising by acting textured poly-
gons. Their features can be analysed on human spe-
akers.

2.1. The visual unit of speech

The visual parallel of shortest acoustic unit, a pho-
neme is called viseme. The set of visemes has fewer
elements than that of phonemes as utterances of se-
veral phonemes are visually the same. E.g. the voiced
quality is invisible and the voices of the same place of
articulation that are different only in duration or inten-
sity belong to the same viseme class. The static posi-
tions of the speech organ for Hungarian phonemes
can be found in essential publications. Figure 3 shows
the similarity of the same viseme on the speaker’s pho-
tograph [5] and the 3D model [6].

Figure 3.
A photograph of a speaker and the 3D model of
the same viseme.

The features of Hungarian visemes have been cre-
ated according to the word specimens of [4]. Table 1.
shows the resultant groups of visemes represented by
their Sampa codes.

Vowels Consonants

E b, p, m

e: f, v

i t,dn

2,0 r

y, u s, z, ts, dz

A: |

(o] S, Z, tS, dZ
t,d,j )
¢
h

Table 1. The Hungarian viseme classes

Remarks to the grouping:
» Viseme classes are based on the lip shapes,
the invisible tongue position can be different
eg.0—2,u-—-YV.
* The lip opening of unlisted vowels are narrower
than that of their short counterparts.
* For synchronization an enlarged selection is used.
The main features of visemes can be adapted from
the published sound maps [4] and albums [5,6]. These
features are the foundation of keyframes that the arti-
culation is based on [7].
Features controlling the lips and tongue are crucial.
Basic lip properties are the opening and width, their ra-
te is related to lip round. The lip opening and the visibi-
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Figure 4.
Illustrative tongue positions
for sounds n (left) and k-g (right).

lity of teeth are referred to the jaw movement. The ton-
gue is described by its horizontal and vertical position,
its bend and the shape of the tongue tip (Figure 4.).

Based upon the static features, the articulation pa-
rameters characteristic to the stationary section can be
set.

2.2. Dynamic operation

The dynamic features of continuous Hungarian ut-
terances have not been described yet. The usage of
motion phases represented in voice albums are limited,
and can be related only to the particular word of speci-
men. The other source of dynamic analysis are my own
studies in speechreading [8]. Trajectories of width and
height of lips and the visibility of teeth and tongue are
derived from there. These data drive the interpolation
between the motion phases.

Some features take their characteristic value, while
others do not reach their nominal value during utteran-
ce. All features of the visemes (eg. lip shape, tongue
position) were classified according to their dominance.
The categorization is based on the standard deviation
of the speechreading data. Viseme features can be di-
vided into three grades:

» dominant — coarticulation has no effect on them

« flexible — the neighbouring visemes affect them

* uncertain — the neighbourhood determines

the feature.
Figure 5.

Lip open and lip width of
transitional (.) and stationary (*) phases of S.
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Besides the standard deviation, the distribution of
transitional and stationary periods of visible features
help to determine the grade of dominance. In Figure 5.
the lip sizes of transitional and quasi stationary phases
of sound S can be seen. Among the transitional states,
determined by the neighbouring sounds, the features
of the middle frames cover a restricted area.

The trajectory of viseme features can be also es-
sential for determining the dominance classes. Figure
6/a. shows the trajectory of lip sizes of viseme E. Ne-
vertheless, the curves cannot be traced one by one,
but it is observable that they go through a dense area
regardless of the starting and final states. The domi-
nant nature of vowels’ lip shape is obvious.

In contrast, the uncertain features do not tend to a
certain value. The trajectory of h can be seen in Figu-
re 6/b. (To be able to track them, only a couple of cur-
ves are represented.)

Dominant t,dnrlt d,j)S Z1SdzZs, z ts, dz
Flexible vowels
Uncertain p, b,m, f, v,k g h

Table 3.
Dominance grades of horizontal position of tongue

The dominance grades of visemes control the inter-
polation of the features. Other improvements — as in-
serting a permanent phase into long vowels — refine
the articulation.

3. Improving the naturalness

Studying the head movements of professional spe-
akers, moderate nodding, tilting and blinking were in-
troduced in a semi-random manner. Algorithm for head
movement and mimicry can hardly be created accor-
ding to prosody — these features are manually set by

Figure 6. ifti -
Trajectory of lip sizes of viseme E (a) and h (b) tags (e.g. lifting ?r)(/)elbtrr?(:vsg?;nsc?er;t_e?r?ede:glcoegmg;/);t(e)?':s
50 - a) gestures can support the turn taking,
the lift of eyebrows can indicate pay-

40 ing attention, nodding can mean
acknowledgement.

30 3.1. Pre-articulation and filtering

Prior to utterance there is an apt.

0 300 ms silence period inserted — imita-
ting breathing by opening the mouth —

10 then the first dominant viseme is pro-
gressed from the neutral starting posi-
tion. By this pre-articulation the mouth

0 ! is formed before the sound is emitted

80 | in like manner as natural speech.

50 b) During the synchronization to natu-
ral or synthesized speech we were fa-
ced with different tempo of speech.

40+ When the speech is slow viseme fea-

Gt tures approach their nominal value,
a0k while fast speech is articulated ro-
Q‘ﬁ@* pis ughly. For flexible features the round
0k *?a} off is stronger in fast speech. A medi-
an filter is applied to interpolation of
G_/—g—/'/* flexible features: the values of ne-
10F G lrb—" ¥ ighbouring frames are sorted and the
median is chosen. A feature is formed

Ok ' : . ' L . : | by the following steps:

0 10 20 30 40 50 60 70 80

— linear interpolation among values

Table 2. describes the dominance classes of lip sha-
pes while Table 3. shows that of horizontal position of
tongue.

Table 2. Dominance grades of lip shape

of dominant and flexible features

neglecting the uncertain ones,

— in the neighbouring of flexible features median
filtering is performed,

— these values are then filtered by the weighted
sum of the two previous frames, the actual and

Domina.nt \I:owels,hS, Z, 1S, dz the next one.
Uncertain (9 The weights of the filter are fixed, not depending on
Mixed p,b,m, I, jnJ fvsztsdz,dtt,d . . .
: S ) C . the speech tempo. The smoothing filter refines the mo-
(lip opening is dominant, lip width is uncertain)
vements and reduces the peaks for fast speech.
4
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a)

phase further refinement of co-articulation is
performed. Due to the time consuming rende-
ring process the virtual speaker can be utilized
for reading pre-recorded messages. In the ne-
ar future the results are going to be transferred
to a real-time rendering platform.

Sample videos can be found:
http://mazsola.iit.uni-miskolc.hu/~czap/mintak
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Figure 7. The interpolation

of dominant (first peak) and flexible (second peak)
features for slow (a) and fast (b) speech after linear
interpolation (...), median filtering (—) and smoothing (---).

Figure 7. depicts the effect of median filtering and
smoothing. In the example the slow speech contains
double as many frames as the fast one.

3.2. Expressing of emotions

In multimodal speech we can confirm or disprove
the verbal message by gestures and body language.
After Ekman, the basic emotions can be selected in a
scalable manner: anger, disgust, fear, enjoyment, sad-
ness, surprise. Figure 8. depicts a couple of examples.

Figure 8. Expression of disgust and enjoyment

4. Conclusions
This paper describes the results of several years of re-

search and development work that aim at working out
a Hungarian audio-visual text-to-speech system. In this
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