
1. Bevezetés

A napjainkban jellemzô újgenerációs, szélessávú, mul-
timédiás szolgáltatási platformok konvergenciája követ-
keztében egyértelmûvé vált az eszköz és hálózati szin-
tû intelligencia megjelenésének szükségessége az op-
tikai transzport szegmensben. A csomagkapcsolt klien-
sek és a vonalkapcsolt szerver réteg hatékony, rugal-
mas és megbízható együttmûködésének megvalósítá-
sa motiválta a különbözô szabványosító szervezeteket
és ipari fórumokat, hogy a statikus OTN hálózatokat in-
telligens vezérlô síkkal és az ehhez szükséges proto-
koll funkciókkal egészítsék ki. 

Az IETF (Internet Engineering Task Force) az IP kli-
ens optikai réteg feletti közvetlen transzportjának meg-
valósítási lehetôségét az általánosított MPLS protokoll-
ban látja. A GMPLS (Generalized Multiprotocol Label
Switching) protokoll (IETF RFC 3471-3473) a címke-
kapcsolás alapvetô sémáját kiterjeszti az idôrés, a hul-
lámhossz és az optikai kábel tartományokra, így a cím-
kekapcsolt utak nem korlátozódnak tisztán az IP tarto-
mányra, de a vezérlés az IP réteg kezében marad [1].

Az ITU-T (International Telecommunications Union –
Telecommunications) más megközelítést alkalmazva, a
protokollok helyett inkább a hálózati architektúra defi-
niálására helyezte a hangsúlyt az ASON (Automatically
Switched Optical Network) ajánlásában. Az ASON aján-
lás (G.8080/Y.1304) definiálja az optikai hálózat síkjait
(adatsík, vezérlési sík, menedzsmentsík), meghatároz-
za a különbözô hálózati berendezéseket, tartományo-
kat és a tartományok közötti együttmûködéshez szük-
séges referenciapontokat (UNI, E-NNI, I-NNI) [2]. Az
ASON architektúra a gyakorlatban a GMPLS kiterjesz-
tett protokolljait használja, e téren tehát a két szabvá-
nyosító szervezet munkája kiegészíti egymást. Az ASTN
ajánlás (G.807/Y.1302) a hálózati szolgáltatások és az
architektúra definiálását az általánosított PDH, SDH és
OTN alapú transzport hálózatokra is kiterjeszti.

Az OIF (Optical Internetworking Forum) ipari fórum
célkitûzése, hogy az IETF és az ITU-T munkájából kiin-
dulva az ASON/GMPLS szabványok harmonizációját
megteremtse, így elôsegítve az intelligens vezérlôsík-
kal rendelkezô optikai hálózatok gyakorlati megvalósí-
tását. Az OIF megkülönbözteti a felhasználói (IP) és a
szolgáltatói (OTN) tartományokat és specifikálja a tarto-
mányok közötti jelzésprotokollokat. Az UNI (User-to-
Network Interface) a felhasználói és a szolgáltatói há-
lózat között értelmezett, az NNI (Network-to-Network In-
terface) pedig két szolgáltatói tartomány között. Az UNI
elrejti az OTN hálózat részleteit a felhasználó elôl, és a
GMPLS szabványos protokolljait alkalmazza a jelzésát-
vitel megvalósításához [3].

A GMPLS, az ASON és az UNI/NNI szabványbeli
ajánlások lehetôvé teszik a szolgáltatók számára, hogy
a gyakorlatban megtervezzék, megvalósítsák és üze-
meltessék a dinamikus optikai hálózatokat és a felettük
nyújtott rugalmas szolgáltatásokat. A dinamikus optikai
hálózatok klienseként az IP/MPLS mellett napjainkban
egyre markánsabban jelentkezik az Ethernet. Alapve-
tôen az Ethernet kapcsolókon alapuló, de a „Martini
draft” (draft-martini-ethernet-encap-mpls-02.txt) alapján
MPLS vezérlô funkciókkal kiegészített Ethernet kliens
és a dinamikus optikai transzport hálózatok együttmû-
ködési kérdéseivel, valamint az Ethernet szolgáltatá-
sok megvalósítási lehetôségeivel a MEF (Metro Ether-
net Forum) ipari fórum foglalkozik. A MEF által definiált
hálózati architektúrák és referencia pontok összhang-
ban vannak az ITU-T és az IETF ajánlásokkal. 

2. ASON/GMPLS hálózatok
együttmûködési modelljei

A dinamikus optikai hálózatok felhasználói interfészé-
nek követelményei és funkcionális ismertetése elôtt cél-
szerû áttekinteni a különbözô szabványosító szerveze-
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tek és ipari fórumok munkája során keletkezett együtt-
mûködési modelleket, hogy azonosítani tudjuk az inter-
fészek helyét és szerepét. A szolgáltatóknak elsôsor-
ban a csomag-alapú kliens (IP/MPLS, Ethernet) és a
vonalkapcsolat szerver (SDH, WDM) réteg együttes me-
nedzselését kell megoldaniuk hálózatukban. Két alap-
vetô modell létezik, amelyben ez a kétszintû mened-
zselés elképzelhetô, a lefedô (overlay) és az együttmû-
ködô (peer-to-peer) modell. A két nagy szabványosító
szervezet (IETF, ITU-T) a modellek értékelése tekinteté-
ben eltérnek egymástól, de a jelenlegi törekvések afe-
lé mutatnak, hogy a lefedô modell széles körûen imple-
mentálható legyen a hálózatokban. 

2.1. ASON lefedô modell
Az ITU-T által definiált ASON architektúra

és az OIF UNI/NNI ajánlása egyaránt a lefedô
modell koncepcióját követi. A lefedô modell je-
lentheti az elsô és legegyszerûbb lépést az in-
telligens optikai hálózatok megvalósítása felé.
A modell alapvetôen egy kliens-szerver jellegû
együttmûködést definiál, ahol elválik egymás-
tól az IP és az optikai tartomány. A kliens ma-
ga az IP router a szerver pedig az optikai há-
lózat határcsomópontja. A lefedô modellre jel-
lemzô, hogy a kliens egy „fekete doboz” jelle-
gû szolgáltatást kér a kiszolgáló hálózattól,
mivel protokolljaik elkülönülve, függetlenül mû-
ködnek. A szolgáltató optikai hálózatának to-
pológiája rejtve marad a felhasználó elôl. A le-
fedô modell elônye, az egyszerû bevezethetôsége és
alkalmazása. A protokollok szeparáltsága lehetôvé te-
szi az esetleges hibák egyszerû lokalizálását, valamint
a hálózati rétegek önálló fejlesztését. A lefedô modell
kezdeti megvalósítása során (elsô generációs WDM há-
lózatok) a statikus megoldást alkalmazták, míg újabban
az OIF munkája nyomán a jelzésprotokollokat (UNI/NNI)
alkalmazó lefedô modell került elôtérbe [2]. 

A statikus lefedô modellben a pont-pont összeköt-
tetések „manuálisan” konfigurálhatóak. Az összekötte-
tések létrehozását centralizált NMS/EMS (Network/Ele-
ment Managemet System) rendszeren keresztül a há-
lózati operátor végzi. Az IP és az optikai réteg között
nincs protokoll szintû kapcsolat (nincs UNI), a mûködés
sémája leginkább az ATM hálózatok PVC összekötteté-
seinek felépítésére hasonlít. A statikus lefedô modell
hátránya, hogy rugalmatlan és lassú a nagy dinamiká-
jú hálózatok számára, a gyors szolgáltatásnyújtás meg-
valósítása nehézségekbe és skálázhatósági korlátok-
ba ütközik.

A jelzésprotokoll alapú lefedô modell kihasználja az
UNI adta lehetôségeket. Az UNI interfész egy kommuni-
kációs felületetet valósít meg az optikai hálózatot hatá-
roló, optikai vezérlôvel (OCC – Optical Connection Con-
troller) ellátott OXC és az IP hálózat peremét jelentô ro-
uter (vagy egyéb nem IP – pl. SDH, ATM – berendezés)
között. A pont-pont kapcsolatok automatikus konfigurá-
lása (felépítés, törlés, lekérdezés) mellett bizonyos pa-
raméterek figyelembevételével lehetôség van különbö-

zô szolgáltatási követelmények érvényesítésére is a
kapcsolatok felépítése során. Ehhez az optikai tarto-
mányban mûködô útvonalválasztó, jelzés és topológia
felderítô protokollok implementálására van szükség.

Az 1. ábra szemlélteti az UNI alapú lefedô modellt.
Az alapvetô UNI funkciók közé tartozik az IP végpont
elérhetôségére vonatkozó információk továbbítása (kli-
ens IP címének regisztrálása, lekérdezése) és az opti-
kai transzport szolgáltatás jelzésprotokoll útján történô
felderítése (fényút kérés, lekérdezés, módosítás stb.).
A statikus modellhez hasonlóan itt is lehetôség van egy
centralizált NMS funkció segítségével a hálózat megfe-
lelô mûködésének kontrollálására. 

1. ábra  UNI alapú lefedô modell

2.2. GMPLS együttmûködô és lefedô modell
Az ITU-T és az OIF megközelítésével ellentétben az

IETF a GMPLS szabvány kidolgozása során az együtt-
mûködô modellt követte. Fontos megjegyezni, hogy a
GMPLS – az MPLS-el ellentétben – nem egy hálózati
rétegbeli (OSI/ISO Layer 3) protokoll, hanem egy szab-
ványosított jelzésprotokoll a szolgáltatói berendezések
között.

Az együttmûködô modellben minden hálózati cso-
mópont közös útvonalválasztó protokollt futtat, az IP
router és az OXC értesíti egymást az IP címekrôl és a
hálózat állapotát leíró információkról. Az optikai tarto-
mányra kiterjesztett GMPLS protokoll alapján a hullám-
hossz kapcsoló routerek pusztán hullámhosszakat kap-
csolnak az IP útvonalválasztó szoftver vezérlése alap-
ján. Nincsenek elkülönített tartományok, az egész há-
lózat egy lapos hierarchiájú, zárt környezetet képez [1].

Míg a lefedô modell egy publikus, jól definiált UNI-t
feltételez, addig az együttmûködô modell egy zárt kör-
nyezeten belüli, privát UNI-t értelmez, amely valójában
nem is egy definiált interfészt, hanem csak egy UNI
szerû funkciót jelent. 

Az együttmûködô modellben az IP router közvetle-
nül kiszolgálja a pont-pont összekötetés kéréseket, a
forrás alapú, globális linkállapot jellemzôkön alapuló út-
vonalválasztó algoritmusok segítségével (pl. OSPF-TE).
Az összeköttetések jelzésátvitele a végponttól végpon-
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tig kiépített MPLS LSP-k vezérlésével közösen, kiter-
jesztett jelzésprotokollok segítségével történik (például
RSVP-TE). 

A legutóbbi idôkig az IETF GMPLS protokollja tisz-
tán az együttmûködô modellt követte, ahol minden há-
lózati elem komplett információval rendelkezik a hálózat
egészérôl. Ez a modell szükségtelenné tette a publikus
UNI és NNI interfészek implementálását a GMPLS ala-
pú hálózatokban, hátráltatva ezzel az ASON/GMPLS
együttmûködési tesztek megvalósítását. Az IETF és az
OIF együttmûködésének köszönhetôen mára a GMPLS
architektúra is támogatja a lefedô modellt, a szabvá-
nyosítók pedig definiálták az UNI-t a GMPLS hálóza-
tokban is.

A lefedô modellnek megfelelô GMPLS UNI ajánlás
(draft-ietf-ccamp-gmpls-overlay-05.txt) az eddigi „lapos”
GMPLS hierarchiában definiál mag csomópontokat és
határoló csomópontokat. A mag csomópontok egymás
között továbbra is a zárt környezetnek megfelelôen mû-
ködnek, a határoló csomópontok viszont lefedô háló-
zatot képeznek a maghálózat felett. A határoló csomó-
pontok nem tartoznak a mag csomópontok útvonal vá-
lasztási tartományába, így nem ismerik a maghálózat
topológiát. A határoló és a mag csomópontok között a
GMPLS UNI interfészen megvalósított jelzés szintû
együttmûködésre van szükség az ajánlásban definiált
RSVP-TE protokollnak megfelelôen. Lefedô modellben
a publikus UNI interfészen nincs útvonalválasztó infor-
máció csere, míg az együttmûködô modellben a privát
UNI interfészen útvonalválasztó információk is cseré-
lôdnek a kliens (határoló csomópont) és a szerver (mag
csomópont) között. 

3. Felhasználói interfész (UNI) 
követelmények, funkciók

Az ASON/GMPLS dinamikus optikai hálózatok kezdeti
bevezetését és együttmûködési tesztelését a lefedô
modell szerinti implementálás és a tartományok közötti
referencia pontok (UNI, I-NNI, E-NNI) definiálása tette
lehetôvé. A továbbiakban az UNI interfész követelmé-
nyeivel és funkcióival foglakozunk részletesen.

Az OIF ipari fórum az UNI 1.0 Release 2. (OIF 2003.
248) ajánlásában definiálja a dinamikus optikai hálóza-
tok felhasználói interfészét. Eszerint az UNI funkcióival
szemben támasztott legfontosabb követelmények a kö-
vetkezôk [4]:

– gyors összeköttetés felépítés a kliensek között;
– különbözô szintû védelmi és helyreállítási 

megoldások alkalmazhatósága;
– jelzésprotokollok implementálása 

a kapcsolat felépítéshez;
– automatikus kliens és hálózati oldali 

berendezés felderítés;
– automatikus szolgáltatásjellemzô felderítés;
– hibadetektálás, lokalizálás, riasztás.
Az UNI 1.0 ajánlás elsô sorban az IP kliensre kon-

centrál, de nem zár ki más klienseket (pl. SDH, ATM) sem.

Az ajánlás célja, az IP kliens és az optikai hálózat kö-
zötti jelzésprotokoll definiálása az SDH alapú összeköt-
tetések menedzseléséhez az optikai hálózat felett. Az
SDH transzport mellett az OIF kezdetben tervezte az
ITU.T G.709 szabványú OTH (Optical Transport Hier-
archy) keretezés támogatását is, de ez jelenleg nem ré-
sze az UNI 1.0 R2 ajánlásnak. Az UNI alapú lefedô mo-
dellben az optikai hálózat egy felhônek van feltételez-
ve, amely transzport szolgáltatásokat nyújt az UNI és
az NNI referencia pontok között. Az UNI 1.0 SDH kap-
csolat szintû transzport szolgáltatásokra épít és három
SDH összeköttetés alapú szolgáltatást értelmez:

• PLR (Physical Layer Regenerator) áramkör:
A szolgáltatás minden bitet transzparensen továbbít.

Nincs az eszközök között együttmûködési probléma, de
monitorozási lehetôség sincs.

• STE (Section TErminating) áramkör:
A szolgáltatás a multiplex-szakasz fejléc információ-

it transzparensen továbbítja és csak a regenerátor-sza-
kasz fejléc adatait végzôdteti az optikai hálózatban.
Segítségével optikai csatorna szintû kapcsolat valósít-
ható meg, hibalokalizálási funkcióval.

• LTE (Line TErminating) áramkör:
Ez a szolgáltatás a multiplex-szakasz fejlécet is vég-

zôdteti az optikai hálózatban. Strukturált keretszerve-
zésû interfészek, TDM multiplexálás és osztott védelmi
megoldások alkalmazását teszi lehetôvé.

Az OIF ipari fórum architektúrákkal, jelzésátvitellel
és menedzsment (OAM&P) funkciókkal foglalkozó mun-
kacsoportjai vettek részt az UNI 1.0 ajánlás kidolgozá-
sában. Az UNI négy alapvetô jelzés funkciót értelmez:
pont-pont összeköttetés létrehozását, törlését, módo-
sítását és az állapotlekérdezést. A pont-pont összeköt-
tetések paraméterei közül többek között lekérdezhetô
a keretszervezés típusa (SONET vagy SDH), a sávszé-
lessége, a transzparenciája, a védelmi és helyreállítási
mechanizmusokhoz használt prioritása, szolgáltatási
szintje stb. 

Lefedô modellben az UNI jelzésekkel indított kap-
csolat felépítési folyamata a következô: Az IP router
kér egy optikai összeköttetést a hálózattól. Az OCC-vel
kiegészített OXC elvégzi a jogosultság ellenôrzést és
az útvonalválasztást. Az útvonal erôforrásait lefoglaló
jelzés végigfut a hálózaton. A kapcsolat sikeres felépí-
tésérôl az OXC értesíti a routert (2. ábra).

2. ábra  Sávon belüli UNI üzenetváltás
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Az UNI jelzésátvitele a felhasználói
interfész (UNI-C) és a hálózati interfész
(UNI-N) között definiált. Az UNI 1.0 IP
alapú jelzésprotokollt alkalmaz, ami le-
het RSVP (Resource Reservation Proto-
col) vagy LDP (Label Distribution Proto-
col). A jelzésüzenetek az UNI vezérlési
csatornán továbbítódnak a kliens és az
optikai hálózat között. Sávon belüli és
sávon kívüli jelzésátvitel valósítható
meg. A sávon belüli jelzésátvitel az SDH
multiplex-szakasz és regenerátor-sza-
kasz fejlécének DCC (Data Communica-
tion Channel) bájtjaiban megvalósított
IP kommunikációt jelent. A regenerátor-
szakasz fejlécben a D1, D2 és D3 bájtok
192 kb/s-os adatcsatorna, a multiplex-
szakasz fejlécben a D4-12 bájtok 576
kb/s-os adatcsatorna megvalósítását te-
szik lehetôvé. Az IP over PPP protokoll
átvitele vagy HDLC keretezéssel vagy
ISO 9577 keretezéssel valósítható meg az SDH fejléc-
ben. A sávon kívüli jelzésátvitel vagy dedikált SDH ke-
retekben valósítható meg (IP over SDH architektúrá-
ban), vagy független IP konnektivitás (külön IP hálózat
feletti IPSec csatorna) kiépítésével történhet. Az OIF
ajánlásban definiált absztrakt (jelzésprotokoll megvaló-
sítástól függô) üzeneteket és azok irányait a követke-
zô táblázat foglalja össze a 3. ábra. 

3. ábra  UNI üzenetek

Az UNI-C és UNI-N közti jelzéskommunikáció meg-
valósításának referencia elrendezései a következô
ábrán láthatóak (4. ábra). Két alapvetô változat a köz-
vetlen hozzáférés és a közvetett hozzáférés. A közvet-
len hozzáférés esetén az UNI-C funkció a kliens eszköz
része, közvetett esetben az UNI-C egy proxy, amely
egy vagy több kliens eszközhöz is tartozhat. Ugyanez
a bontás a hálózati oldalon (UNI-N) is megtehetô, az
ábrán látható módon.

Az UNI funkciói közül a kapcsolódó eszköznek/opti-
kai portnak az automatikus felderítése (Neighbor Disco-
very) valamint a hálózati szolgáltatás meghatározása
(Service Discovery) közvetlen hozzáférés esetén egy-
aránt elérhetô. Az IP vezérlési csatorna átvitele történ-
het sávon belül és sávon kívül is. Közvetett (proxy)
hozzáférés esetén az UNI funkció helyileg elkülönül a

kliens illetve a hálózati eszköztôl. Ekkor a kapcsolódó
eszköz felderítése nem történhet automatikusan csak
manuálisan. A proxy UNI a nem szabványosított ISI (In-
ternal Signaling Interface) felületen kommunikálhat a
hozzárendelt eszközzel. Az UNI-C és az UNI-N közötti
jelzésátvitel típusa csak sávon kívüli lehet [4]. 

Az UNI 1.0 ajánlás az SDH szintû transzport szolgál-
tatásokon alapul. Az ajánlás kibocsátásakor azonban
már tisztán körvonalazódtak az OIF további feladatai.
Az UNI tekintetében ez egy funkciókban gazdagabb,
UNI 2.0 ajánlás tervezet (OIF 2003.293) elkészítését
jelenti, amely még nem került kibocsátásra. Az UNI 2.0
az SDH helyett Ethernet szintû szolgáltatások megva-
lósítását tervezi az ASON/GMPLS dinamikus optikai
hálózatok felett. Az UNI 2.0 a klienseken túl már az al-
kalmazások területével is foglalkozik. Ez annyit jelent,
hogy az UNI 1.0 funkcióit kiegészítve – ahol a kliens
kérhetett optikai összeköttetést a hálózattól – az UNI
2.0 esetén a klienshálózat feletti alkalmazás közvetle-
nül indíthatja a kapcsolatkérést az optikai hálózat felé.
Az IP/MPLS mellett az Ethernet kliens egyre markán-
sabb térhódítása felgyorsíthatja az OIF UNI 2.0 ajánlá-
sának végleges kibocsátását [5]. 

4. Különbözô kliensek követelményei
és az UNI feletti alkalmazások

Az OIF UNI 1.0 ajánlása elsô sorban az IP kliensre kon-
centrál, de nem zárja ki más kliensek együttmûködését
sem. Mivel az UNI 1.0 SDH kapcsolat szintû transzport
szolgáltatásokat definiál, az IP kliens csomag alapú for-
galmait SDH keretekben kell továbbítni. Az újgeneráci-
ós SDH funkciók (GFP, VCAT, LCAS) támogatják a cso-
mag lapú kliensek forgalmainak hatékony és rugalmas
átvitelét az SDH hierarchiában. Az Ethernet keretezésû
IP csomagok, valamint az esetleges natív SDH kliens
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Absztrakt üzenet Forrás oldal Végpont oldal

Kapcsolat felépítés kérés UNI-C → UNI-N UNI-N → UNI-C

Kapcsolat felépítés válasz UNI-C ← UNI-N UNI-N ← UNI-C

Kapcsolat felépítés jóváhagyás UNI-C → UNI-N UNI-N → UNI-C

Kapcsolat lebontás kérés UNI-C → UNI-N UNI-N → UNI-C

Kapcsolat lebontás válasz UNI-C ← UNI-N UNI-N ← UNI-C

Kapcsolat állapot lekérdezés UNI-C → UNI-N UNI-N → UNI-C

Kapcsolat állapot válasz UNI-C ← UNI-N UNI-N ← UNI-C

Riasztás UNI-C ← UNI-N

4. ábra  UNI referencia elrendezések



forgalmai is egyszerû módon továbbíthatóak az UNI 1.0
újgenerációs funkciókkal bôvített SDH alapú transzport
szolgáltatásai segítségével az optikai hálózat felett.

Az UNI 2.0 ajánlás már közvetlen Ethernet alapú
transzport szolgáltatásokat fog definiálni, amelyek na-
tív Ethernet illetve IP átvitelre képesek a hálózati archi-
tektúra komplexitásának, így várhatóan az üzemelteté-
si költségeknek a csökkentésével. 

Az UNI interfészen keresztül kapcsolódó kliensekkel
szemben a szolgáltatói hálózat üzemeltetôje követel-
ményeket támaszt. A legfontosabb követelmények a
következôk:

• Szerzôdésben lefektetett, megállapodás szerinti
hívásengedélyezés betartása.

• Tényleges használat alapú számlázás 
megvalósítása.

• Peering forgalomra vonatkozó szabályok 
betartása.

• Az optikai transzport sík mellett 
a vezérlési síkon is védelmi/helyreállítási 
megoldásokat kell alkalmazni.

• Bármilyen hálózati képesség, amelyet az UNI-n
keresztül a kliens automatikusan elér, 
a szolgáltató centralizált menedzsment 
rendszerébôl is elérhetô legyen.

• A szolgáltató saját hálózati eszközeinek közvetlen
vezérlésére mindig legyen szabad erôforrás.

• Útvonalválasztó algoritmusok 
esetleges együttmûködése.

A kliens és a szerver hálózat útvonalválasztó algo-
ritmusainak együttmûködési modelljeirôl a 2. fejezet-
ben már beszéltünk. A kliensek tárgyalása kapcsán itt
érdemes megemlíteni, hogy a lefedô (nincs útvonalvá-
lasztó információ az UNI-n) és az együttmûködô (útvo-
nalválasztó információ megosztás az UNI-n) modellen
kívül az egyesített (integrated/augmented) modellt is
alkalmazzák. Ebben az esetben a kliensek elérhetôsé-
gi információi továbbítódnak az UNI-n keresztül (nem
útvonalválasztó információ megosztás), de a kliens nem
látja az optikai hálózat topológiáját [5]. 

A kliensek által igénybe vehetô, UNI 1.0 feletti alkal-
mazások a különbözô értéknövelô funkciókra alapoz-
nak. A rugalmassági és skálázhatósági követelmény tá-
mogatására az UNI 1.0 lehetôvé teszi, hogy több pár-
huzamos kapcsolat is kiépíthetô legyen egy UNI-C-n
keresztül. Ezek a nyalábolt kapcsolatok lehetôvé te-
szik, hogy több kisebb sávszélességû kliens kapcsolat
osztozzon egy transzport csatornán.

Az UNI támogatja, hogy üzem közben új csatorna
legyen kiépíthetô vagy lebontható az adott kliens for-
galma számára (Bandwidth on Demand) anélkül, hogy
az összeköttetés megszakadna. A megbízhatósági kö-
vetelmények támogatására az UNI lehetôvé teszi, hogy
egy UNI-C több UNI-N-hez csatlakozzon (Dual Homing),
így a hozzáférésen növelhetô a biztonság a gyors vé-
delmi átkapcsolásnak köszönhetôen. Végül csak meg-
említjük, hogy az UNI több biztonsági, azonosítási,
számlázási és egyéb értéknövelô alkalmazás elérhetô-
ségét is támogatja [6]. 

5. Összegzés

Az ASON/GMPLS dinamikus optikai hálózatok felhasz-
nálói interfészének azonosítása, valamint a követelmé-
nyek és funkciók ismertetése során láthattuk, hogy a
kezdeti megvalósítási és tesztelési kísérleteket a lefe-
dô modell valamint a definiált referencia pontok egy-
szerû implementálhatósága nagymértékben elôsegí-
tette. Az is látható, hogy az UNI 1.0 képességei az Et-
hernet kliens világméretû térhódításával lassan túlhala-
dottak lesznek. Az OIF által indított UNI 2.0 ajánláster-
vezet ezért igyekszik az Ethernet szolgáltatások és az
alkalmazások területe felé nyitni. 

A vezérlô funkciókkal ellátott, UNI/NNI interfészekkel
rendelkezô, intelligens optikai hálózatok rugalmasan
nyújtható szolgáltatásaik révén a jövôben képesek lesz-
nek alkalmazkodni az új típusú kliensek és alkalmazá-
sok megváltozott követelményeihez. 
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